RE: Submission of revised manuscript cp-2019-25

Dear Prof. Zhengtang Guo,

Please, find our point by point reply to the reviewers’ comments below along with the manuscript with tracked changes.

We thank the reviewers for their comments, which we believe helped strengthen this study. In addition to their suggestions, we have done the following changes to the manuscript:

- We have incorporated the available aragonite speleothems into our analyses. A detailed explanation about how we have converted them to their drip-water equivalent is in lines 210-234 (section 2.3). Because of this change, we have revised all figures and tables.

- We have removed the Multivariate Analyses from the Supplementary Material and instead added one new figure (Figure S1) and two new tables (Table S1 and S2), which complement Figures S5 and S6.

- We have corrected for typos and revised sentences that were not clear.

All the changes done to the manuscript can be found after our point-by-point answers to the reviewers, with the changes are shown in red.

We hope that the revised manuscript satisfies both the reviewers and the yourself.

Many thanks for taking your time to deal with our manuscript. Please, do not hesitate to contact me with further questions or requests.

Best regards,

Laia Comas Bru

Post-doctoral researcher
University of Reading, UK
Please note that the reviewer’s comments are in black and our answers in blue.

**Reply to anonymous Referee #1**

1 Major comment: what is the added value of looking at spatial patterns for past climates compared to looking at them for present-day?

The authors argue that it is useful for model evaluation to look at spatial patterns of absolute δ 18O for past climates (LGM, MH) rather than just looking at anomaly maps, in contrast with many previous studies. This allows to have more sites for model data comparison. However, what is the added value of looking at spatial patterns for past climates compared to looking at them for present-day? For present-day, spatial patterns would be the same to first order. At present, there are so many more sites available directly sampling precipitation (GNIP), so why bother with speleothem records for past climates?

Figures 7 and 8 show the spatial patterns of observed and simulated δ 18O for LGM and MH. The sub-figure a representing North and South America are common to both figures, and they actually show very similar patterns. The same figure for present day would also show very similar patterns. This is because δ18O, temperature or precipitation changes between LGM, MH and present-day are much smaller than the magnitude of spatial variations along a transect covering such a wide range of latitudes. So these figures support my skepticism about the relevance of spatial patterns in absolute values for past climates. Figures 7b,c and 8b,c do not represent the same regions. But I’m sure that the maps for present-day would look very similar.

The corresponding text bears several slips of the pen and/or interpretation errors, that probably reflect that writing this sub-section was not comfortable:

– l 408: “δ18O changes” should be replaced by “δ18O patterns”: the authors write “changes” because this is really what is interesting to look at, but actually the figures do not show it.

– l 412: “underestimates changes in precipitation”: again, we cannot see changes from present-day to MH on this figure.

What you want to plot depends on the science question. If the science question is what controls spatial patterns in absolute values, then it’s better to focus on present day values; past climates do not provide much added value. But if the science question is what controls the changes at paleo-climatic time scales, then it is necessary to look at anomalies between 2 climatic states.

So I recommend to remove section 3.4, or replace it by an analysis of spatial patterns of anomalies, and to modify accordingly the abstract, protocol and conclusions.

We have removed the old Figures 7 and 8 and substitute them for two new figures showing the spatial patterns across time-periods (i.e., modern, MH and LGM) across Europe and Asia. These new figures show that the gradients change over time due to the large ice-sheets during the LGM and the different insolation patterns at different latitudes during the MH. We use these figures to illustrate how the model is not able to simulate these gradients in some cases.

We have also decided to focus only on isotope data and have therefore removed the pollen-based reconstructions completely.

Please see the revised section 3.4 in lines 447-481.
Detailed comments

L157-158: I don’t understand what this means. Where is the control simulations included in the LGM-MH difference?

We have clarified this in the text with the following sentence (see lines 161-165):

“We also calculated the anomaly between the LGM and MH (LGM-MH), taking account of the difference between their control simulations in the following way: \( (\text{lgm}_{\text{PI}} - \text{lgm}) - (6\text{ka}_{\text{PI}} - 6\text{ka}) \).”

L209: remove “non-equilibrium of”

We have done this (see lines 220-221)

L216: add a dot.

We have done this

L223: remove “with data ... baseline”.

We have clarified this sentence by writing (see lines 239-241):

“Data-model comparisons are generally made by comparing (1) anomalies between a control period and a palaeoclimate simulation with (2) data anomalies with respect to a modern baseline.”

L234-235: already said, remove.

We agree with the reviewer that this has already been mentioned in L156-158 and the text has been deleted.

246: define pchip

We have added the definition of pchip: “piecewise cubic hermite interpolation” in the text (see line 260)

L295: clarify the rationale. Why can’t there be a sampling bias in temperate regions towards the PMIP periods?

The previous sentence already suggested that the deviations could result from a sampling bias. However, we have rephrased this sentence to clarify this point (see lines 316-321):

“These deviations could arise from sampling biases but it is unlikely that such biases would lead to differences between the tropics and temperate regions. Differences between curves constructed for both tropical and temperate regions (Fig. 2 c) suggest that, at least for the last 130 ka, deviations from expected stalagmite growth in the extra-tropics correspond to variability on glacial/interglacial scales.”

L296: clarify this sentence. What does “even at a global level” mean?

We have deleted this sentence and replaced it by (see lines 323-326):

“Thus, the speleothem data indicate similar climatic sensitivity, even at a global level, to that demonstrated for sub-continental and regional scales by earlier authors, despite their use of much smaller numbers and far less precise age data than in the SISAL dataset.”

L300-302: can you explain briefly why higher latitude speleothems are more depleted than OIPC and low latitude speleothems are more enriched?
This comment is not relevant any more. The scatterplots in figure 3 were updated after incorporating aragonite speleothems in this study. The text describing the revised figure is in line 333.

L305: “cave specific factors” cannot explain why you have such systematic differences common to wide regions.

We refer to our answer above.

L317-319: should the reader conclude that ECHAM underestimates the interannual variability? If so, please state this clearly. Has such a bias already been described in a previous paper, for ECHAM or for other models? Explain briefly what could be the reason for this underestimate.

We have modified the manuscript to incorporate information on why ECHAM is underestimating d18O variability (see lines 358-363):

“Our results are consistent with the general tendency of climate models to underestimate the sensitivity of extreme precipitation to temperature variability or trends (Flato et al., 2014). ECHAM5 is known to underestimate inter-annual variability in regions where precipitation is dominantly convective (i.e., the tropics), as well as in summer in extra-tropical regions (e.g., in southern Europe) because convective precipitation operates on small spatial scales and has a large random component, even for a given large-scale atmospheric state (Eden et al., 2012).”

L321: move “processes” before “within”

We have revised this sentence to read (see line 365):

“… reflecting the impact of karst and in-cave processes that effectively act as a low-pass filter…”

L325-328: this has already been said just above.

We have now deleted the duplicated part of that sentence (see lines 369-372).

L359: replace “anomalies” by “MH values”?

We have made the suggested change in the text. See line 404.

L422: remove “utilising”

We have rephrased this sentence to (see line 483-484)

“Our analyses illustrate a number of possible approaches for using speleothem isotopic data for model evaluation.”

L440-447: this issue was not previously discussed. Add some quantification, or a map, showing what error we would make if we use only the fractionation factor for calcite?

While the impact of using one of another fractionation equation is minimal (i.e. smaller than the measurement uncertainty) for sites with MAT > 27.3°C, the added uncertainty is noticeable at sites with lower MAT. Changes of MAT across time periods could exacerbate these differences for individual sites thus making the calculated entity-based anomalies inaccurate. As requested by the reviewer, we have now added new supplementary figure (Fig. S1) to show that using the appropriate correction according to the speleothem’s mineralogy is important.

L473: remove “on a global basis”. Or clarify what you mean. Even at a specific cave, if the speleothem acts as a low pass filter, time scales shorter than “quasidecadal” cannot be studied.
We have modified that last section of this paragraph to clarify this point (see lines 536-538):

*The low variability shown by the SISAL records – most likely from the low-pass filter effectively applied to the speleothem record by the karst system – precludes the use of this database for global studies focused on time scales shorter than quasi-decadal.*

In addition, we have also added the following text in the results section 3.2 to clarify this point (see lines 372-375):

“This result indicates that global data-model comparisons using speleothem records should focus on quasi-decadal or longer timescales. However, the temporal smoothing caused by karst processes varies from site to site; where transmission from the surface to the cave can be shown to be rapid, individual speleothems may preserve annual or even sub-annual signals.”

L475-476: clarify. Do you mean that the model underestimates δ18O changes?

Yes, the model underestimates the amplitude of δ18O changes as recorded in the speleothems. For details we refer the reviewer to our answers on their comment on L317-319. We have rephrased this sentence to (see lines 540-543):

*Using the traditional anomaly approach to data-model comparisons, there is consistency between the sign of observed and simulated changes in both the MH and the LGM exists. However, the ECHAM5-wiso model underestimates the changes in δ18O between time periods compared to the speleothems records (i.e., the amplitude of modelled δ18O changes is lower).*

L476-477: clarify. We agree that this sentence is too broad and general and have decided to delete it.

L489: “constraining structural error on the model side”: what do you mean? There are plenty of sources of errors in the model: errors on forcings, missing processes in parameterization package, tunable parameters, coarse resolution... Which one are you refering to? “true uncertainties”: beware that errors are not the same as uncertainties. Anyway, in this paragraph, I suggest to focus only on uncertainties on the observation side, because this is what is useful to evaluate models. The question of quantifying uncertainties in models is set differently and is beyond the scope of this paper.

We have rephrased this sentence to (see lines 506-515):

*Mismatches between simulations and observations can reflect the issues with the experimental design, problems with the model or uncertainties in the observations (Harrison et al., 2015). The failure to include changes in atmospheric dust loading, for example, has been put forward as an explanation of data-model mismatches in both the MH and the LGM (e.g., Hopcroft et al., 2015; Messori et al., 2019). Missing processes and feedbacks, such as climate-induced vegetation or land-surface changes, could also contribute to mismatches (e.g., Yoshimori et al., 2009; Swann et al., 2014). Uncertainties caused by the specific structure of the model or assigned model parameter values could also contribute to data-model mismatches (Qian et al., 2016). Ultimately, there needs to be an assessment of the contribution of all of these factors to data-model mismatches, but here we have only focused on potential uncertainties associated with the speleothem data.*
Reply to Anonymous Referee #2

Minor issues

Are the control runs for MH and LGM different? Probably I don’t catch the points. In my understanding, they should be the same which is the base for probing the climatic significance of the difference between the MH and LGM simulation experiments.

As suggested by reviewer 1, we have clarified how we have taken into account the difference in control runs for the MH and LGM simulations with the following sentence (see lines 161-165):

“We also calculated the anomaly between the LGM and MH (LGM-MH), taking account of the difference between their control simulations in the following way: (lgmPI-6ka) – (6kaPI-6ka).”

The simulation results of the MH seem to be better than that of the LGM. Could they explain more on this? For example, they use the protocol of PIMP3 for the LGM modelling, and their SST forcing is based on the results of a full transient experiment. More clarification on why they take such steps will make this manuscript more convinced.

Unfortunately, we cannot say that the MH simulation results fit better to the speleothem data compared to the LGM simulation due to the limited number of speleothem records available during the LGM.

Reply to Anonymous Referee #3

I don’t see very well what is the advancement made by this study as compared to the traditional approach for comparing the speleothem records with models. Maybe the authors should stress more why their approaches are better and what new can been discovered by their approaches that cannot be done by traditional approach.

Data-model comparisons using speleothem data are comparatively new and have tended to focus on validation of new versions of isotope-enabled models. These comparisons have often overlooked important characteristics of, and/or uncertainties associated with, the speleothem records (see discussion section). There is no agreed protocol for using speleothem data for model evaluation. The purpose of our paper is to identify issues that could affect data-model comparisons, drawing on the new SISAL database that has been explicitly constructed to facilitate such comparisons and the expertise of the speleothem experts who constructed this database. Thus, we are not claiming that our approach is different from or better than a “traditional” approach – we are simply making it clear how speleothem data should and could be used. We have clarified the purpose of the paper by amplifying our description in L107-111 as follows:

“In this paper, we examine a number of issues that need to be addressed in order to use speleothem data, specifically data from the SISAL database, for model evaluation in the palaeoclimate context and make recommendations about robust approaches that should be used for model evaluation in CMIP6-PMIP4. We focus particularly on interpretation issues that could be overlooked in using 110 speleothem records and we show the strengths and limitations of different comparison techniques.”

In addition, we have also expanded the conclusion section (see lines 582-594) to better clarify the purpose of this paper. Here we refer to the answer below.
It is not very clear to me what is the final goal of the data-model comparison and what can be improved or learned after all the analyses. If the comparison is good, can we assume that the temperature and precipitation simulated by the model are correct and what is the uncertainty? What might be the reasons for the similarities and differences between model results and speleothem data? Can the results help to improve the model and/or experiment design and how?

As explained in the introduction (lines 41-53), model evaluation using palaeoclimate data provides an out-of-sample test of model performance and is one component of the Palaeoclimate Modelling Intercomparison Project. Such evaluations help to provide confidence in the projections of future climates. Speleothems are a relatively new source of information for such evaluations and the purpose of our paper is to provide a robust framework to make such evaluations. We do not want to distract from this goal by discussing the generic purposes of data-model comparison in the Introduction to the paper, but we have added a concluding paragraph discussing what can be learnt from such data-model comparisons as follows (L582-594):

“Comparisons with speleothem data can be seen as a complement to model evaluation using other types of palaeoenvironmental data and palaeoclimatic reconstructions (see e.g. MARGO Project Members, 2009; Harrison et al., 2014). They can be considered particularly useful because they provide insights into how well state-of-the-art models reproduce the hydrological cycle and atmospheric circulation patterns. The ability to reproduce past observations provides additional confidence in the ability of climate models to simulate large climate changes, such as those expected by the end of the 21st century (Braconnot et al., 2012; Schmidt et al., 2014). However, mismatches between model simulations and palaeo-observations are also useful because they can help to pinpoint issues that may need to be addressed in developing improved models or in better experimental protocols (Kageyama et al., 2018), providing that these mismatches do not arise because of misunderstanding or misinterpretation of the observations themselves. By providing a protocol for using speleothem data for data-model comparisons that accounts for uncertainties in the observations, we anticipate that at least such causes of data-model mismatches will be minimized.”

The major uncertainties and biases of the ECHAM5-wiso model in simulating present day and past climates and the experiment design of the MH and LGM simulations, the reliability of the SST and sea ice simulated by the CCSM3 and their potential influence on the data-model comparison should be discussed.

We use outputs from the ECHAM-wiso model in order to illustrate potential approaches to data-model comparison. Our goal here is not to provide an in-depth evaluation of the quality of these simulations. The performance of the ECHAM-wiso model under modern day conditions has been extensively analysed (see e.g. Werner et al., 2011; Wackerbarth et al., 2012) and the MH and LGM simulations have also been published and discussed (Wackerbarth et al., 2012; Werner et al., 2018). In order to make it clear that our use of the model is illustrative, we have revised the final section of the introduction to read:

“We use an updated version of the SISAL database (SISALv1b: Atsawawaranunt et al., 2019) and simulations made with the ECHAM5-wiso isotope-enabled atmospheric circulation model (Werner et al., 2011) to explore the various issues in making data-model comparisons. The goal is not to evaluate the ECHAM5-wiso simulations but rather to use them to illustrate generic issues in data-model comparison with speleothem isotopic data.”
The simulations for MH and LGM are only 12 and 22 years. Are they long enough to allow the climate at different speleothem location reaching equilibrium? What is the initial state of these simulations? What might be the influence of using fixed ocean condition?

We explain in the methods section (lines 133-164) that these simulations are atmosphere-only simulations forced with sea-surface temperatures and sea-ice cover from a pre-existing transient simulation. Thus, there is no spin-up necessary and the issue of equilibrium is irrelevant. If the purpose of this paper were to use the model simulations to explain speleothem records, then the lack of ocean coupling would mean that the simulations would be unsuitable for evaluating the degree to which long-term (multi-decadal) variability in the speleothem isotope record reflected internal unforced variability. But as our purpose in using the experiments is illustrative, then the short length of the simulations is not important. We hope that the modification to the introduction mentioned above will help clarify the purpose of this paper.
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Abstract: Although quantitative isotopic data from speleothems has been used to evaluate isotope-enabled model simulations, currently no consensus exists regarding the most appropriate methodology through which to achieve this. A number of modelling groups will be running isotope-enabled palaeoclimate simulations in the framework of the Coupled Model Intercomparison Project Phase 6, so it is timely to evaluate different approaches to use the speleothem data for data-model comparisons. Here, we accomplish illustrate this using 456 globally-distributed speleothem δ¹⁸O records from an updated version of the Speleothem Isotopes Synthesis and Analysis (SISAL) database and palaeoclimate simulations generated using the ECHAM5-wiso isotope-enabled atmospheric circulation model. We show that the SISAL records reproduce the first-order spatial patterns of isotopic variability in the modern day, strongly supporting the application of this dataset for evaluating model-derived isotopic variability into the past. However, the discontinuous nature of many speleothem records complicates procuring large numbers of records if data-model comparisons are made using the traditional approach of comparing anomalies between a control period and a given palaeoclimate experiment. To circumvent this issue, we illustrate techniques through which the absolute isotopic values during any time period could be used for model evaluation. Specifically, we show that speleothem isotope records allow an assessment of a model’s ability to simulate spatial isotopic trends and the degree to which the model reproduces the observed environmental controls of isotopic spatial variability. Our analyses provide a protocol for using speleothem isotopic data for model evaluation, including screening the observations to take into account the impact of speleothem mineralogy on δ¹⁸O values, the optimum period for the modern observational baseline, and the selection of an appropriate time-window for creating means of the isotope data for palaeo time slices.
1 Introduction

Earth System Models (ESMs) are routinely used to project the consequences of current and future anthropogenic forcing of climate, and the impacts of these projected changes on environmental services (e.g., Christensen et al., 2013; Collins et al., 2013; Kirtman et al., 2013; Field, 2014). ESMs are routinely evaluated using modern and historical climate data. However, the range of climate variability experienced during the period for which we have reliable historic climate observations is small, much smaller than the amplitude of changes projected for the 21st century. Radically different climate states in the geologic past provide an opportunity to test the performance of ESMs in response to very large changes in forcing, changes that in some cases are as large as the expected change in forcing at the end of the 21st century (Braconnot et al., 2012). The use of “out-of-sample” testing (Schmidt et al., 2014) is now part of the evaluation procedure of the Coupled Model Intercomparison Project (CMIP).

Several palaeoclimate simulations are being run by the Palaeoclimate Modelling Intercomparison Project (PMIP) as part of the sixth phase of CMIP (CMIP6-PMIP4), including simulations of the Last Millennium (LM, 850–1850 CE, past1000), mid-Holocene (MH, ca. 6,000 yrs BP, midHolocene) Last Glacial Maximum (LGM, ca. 21,000 yrs BP, lgm), the Last Interglacial (LIG, ca. 127,000 yrs BP, lig127k) and the mid-Pliocene Warm Period (mPWP, ca. 3.2 M yrs BP, midPliocene-eoi400) (Kageyama et al., 2017).

Although these CMIP6-PMIP4 time periods were selected because they represent a range of different climate states, the choice also reflects the fact that global syntheses of palaeoenvironmental and palaeoclimate observations exist across them, thereby providing the opportunity for model benchmarking (Kageyama et al., 2017). However, both the geographic and temporal coverage of the different types of data is uneven. Ice core records are confined to polar and high-altitude regions and provide regionally to globally integrated signals of forcings and climatic responses. Marine records provide a relatively comprehensive coverage of the ocean state for the LGM, but low rates of sedimentation mean they are less informative about the more recent past (Hessler et al., 2014). Lake records provide qualitative information of terrestrial hydroclimate, but the most comprehensive source of quantitative climate information over the continents is based on statistical calibration of pollen records (see e.g., Bartlein et al., 2011). However, pollen preservation requires the long-term accumulation of sediments under anoxic conditions and is consequently limited in semi-arid, arid and highly dynamic wet regions such as in the tropics.

Oxygen isotopic records (δ18O) from speleothems, secondary carbonate deposits that form in caves from water that percolates through carbonate bedrock (Hendy and Wilson, 1968; Atkinson et al., 1978; Fairchild and Baker, 2012), provide an alternative source of information about past terrestrial
climates. Although there are hydroclimatic limits on the growth of speleothems, their distribution is largely constrained by the existence of suitable geological formations and they are found growing under a wide range of climate conditions, from extremely cold climates in Siberia (Vaks et al., 2013) to arid regions of Australia (Treble et al., 2017). Therefore, speleothems have the potential to provide information about past terrestrial climates in regions for which we do not have (and are unlikely to have) information from pollen. As is the case with pollen, where quantitative climate reconstructions must be obtained through statistical or forward modelling approaches (Bartlein et al., 2011), the interpretation of speleothem isotope records in terms of climate variables is in some cases not straightforward (Lachniet, 2009; Fairchild and Baker, 2012). However, some ESMs now use water isotopes as tracers for the diagnosis of hydroclimate (Schmidt et al., 2007; Tindall et al., 2009; Werner et al., 2016), and this opens up the possibility of using speleothem isotopic measurements directly for comparison with model outputs. At least six modelling groups are planning isotope-enabled palaeoclimate simulations as part of CMIP6-PMIP4.

As with other model evaluation studies, much of the diagnosis of isotope-enabled ESMs has focused on modern day conditions (e.g., Joussaume et al., 1984; Hoffmann et al., 1998; Hoffmann et al., 2000; Jouzel et al., 2000; Noone and Simmonds, 2002; Schmidt et al., 2007; Roche, 2013; Xi, 2014; Risi et al., 2016; Hu et al., 2018). However, isotope-enabled models have also been used in a palaeoclimate context (e.g., Schmidt et al., 2007; LeGrande and Schmidt, 2008; LeGrande and Schmidt, 2009; Langebroek et al., 2011; Caley and Roche, 2013; Caley et al., 2014; Jasechko et al., 2015; Werner et al., 2016; Zhu et al., 2017). The evaluation of these simulations has often focused on isotope records from polar ice cores and from marine environments. Where use has been made of speleothem records, the comparison has generally been based on a relatively small number of the available records. Furthermore, all of the comparisons make use of an empirically-derived correction for the temperature-dependence fractionation of calcite $\delta^{18}O$ at the time of speleothem formation that is based on synthetic carbonates (Kim and O’Neil, 1997). This fractionation is generally poorly constrained (McDermott, 2004; Fairchild and Baker, 2012), does not account for any non-equilibrium of kinetic fractionation at the time of deposition and is not suitable for aragonite samples. Thus, using a single standard correction and not screening records for mineralogy introduces uncertainty into the data-model comparisons.

SISAL (Speleothem Isotopes Synthesis and Analysis), an international working group under the auspices of the Past Global Changes (PAGES) project (http://pastglobalchanges.org/sisal), is an initiative to provide a reliable, well-documented and comprehensive synthesis of isotopic records from speleothems worldwide (Comas-Bru and Harrison, 2019). The first version of the SISAL database
SISALv1: Atsawawaranunt et al., 2018a; Atsawawaranunt et al., 2018b) included 381 speleothem-based isotope records and metadata to facilitate quality control and record selection. A major motivation for the SISAL database was to provide a tool for benchmarking of palaeoclimate simulations using isotope-enabled models.

In this paper, we examine a number of issues that need to be addressed in order to use speleothem data, specifically data from the SISAL database, for model evaluation in the palaeoclimate context and make recommendations about robust approaches that should be used for model evaluation in CMIP6-PMIP4. We focus particularly on interpretation issues that could be overlooked in using speleothem records and we show the strengths and limitations of different comparison techniques. We use the MH and LGM time periods, partly because the midHolocene and lgm experiments are the “entry cards” for the CMIP6-PMIP4 simulations and partly because these are the PMIP time periods with the best coverage of speleothem records. We use an updated version of the SISAL database (SISALv1b: Atsawawaranunt et al., 2019) and simulations made with the ECHAM5-wiso isotope-enabled atmospheric circulation model (Werner et al., 2011) to explore the various issues in making data-model comparisons. Our goal is not to evaluate the ECHAM5-wiso simulations but rather to use them to illustrate generic issues in data-model comparison with speleothem isotopic data.

Section 2 introduces the data and the methods used in this study. Section 2.1 introduces the isotope-enabled model simulations for the modern (1958–2013), the midHolocene and the lgm experiments, explains the methods used to calculate weighted simulated δ¹⁸O values, and provides information about the construction of time-slices. Section 2.2 presents the modern observed δ¹⁸O in precipitation (δ¹⁸O₉) used. Section 2.3 introduces the speleothem isotopic data from the SISAL database and explains the rationale for screening records. Section 3 describes the results of the analyses, specifically the spatio-temporal coverage of the SISAL records (Section 3.1), the representation of modern conditions (Section 3.2), anomaly-mode time-slice comparisons (Section 3.3), and the comparison of δ¹⁸O gradients in absolute values along spatial transects to test whether the model accurately records regional-latitudinal variations in δ¹⁸O across time periods (Section 3.4). Section 4 provides a protocol for using speleothem isotopic records for data-model comparisons and section 5 summarises our main conclusions.

2 Methods

2.2 Model simulations

ECHAM5-wiso (Werner et al., 2011; Werner, 2019) is the isotope-enabled version of the ECHAM5 Aatmosphere Global Circulation Model (Roeckner et al., 2003; Hagemann et al., 2006; Roeckner et al.,
The water cycle in ECHAM5 contains formulations for evapotranspiration of terrestrial water, evaporation of ocean water, and the formation of large-scale and convective clouds. Vapour, liquid, and frozen water are transported independently within the atmospheric advection scheme. The stable water isotope module in ECHAM5 computes the isotopic signal of different water masses through the entire water cycle, including in precipitation and soil water.

ECHAM5-wiso was run for 1958–2013, using an implicit nudging technique to constrain simulated fields of surface pressure, temperature, divergence and vorticity to the corresponding ERA-40 and ERA-Interim reanalysis fields (Butzin et al., 2014). The midHolocene simulation (Wackerbarth et al., 2012) was forced by orbital parameters and greenhouse gas concentrations appropriate to 6 ka following the PMIP3 protocol (https://pmip3.lsce.ipsl.fr). The control simulation has modern values for the orbital parameters and greenhouse gas (GHG) concentrations (Wackerbarth et al., 2012). The change in sea surface temperatures (SST) and sea ice cover between 6 ka and the pre-industrial period were calculated from 50-year averages from each interval extracted from a transient Holocene simulation performed with the fully coupled ocean-atmosphere Community Climate System Model CCSM3 (CCSM3; Collins et al., 2006). The anomalies were then added to the observed modern SST and sea ice cover data to force the midHolocene simulation (Wackerbarth et al., 2012). For the lgm experiment (Werner et al., 2018), orbital parameters, GHG concentrations, land-sea distribution, and ice sheet height and extent followed the PMIP3 guidelines. Climatological monthly sea ice coverage and SST changes were prescribed from the GLAMAP dataset (Paul and Schäfer-Neth, 2003). A uniform glacial enrichment of sea surface water and sea ice of +1‰ (δ^{18}O) and +8‰ (δD) on top of the present-day isotopic composition of surface seawater was applied. For the ocean surface state of the corresponding control simulation, monthly climatological SST and sea ice cover for the period 1979-1999 were prescribed. All the ECHAM5-wiso simulations were run at T106 horizontal grid resolution (approx. 1.1°x1.1°) with 31 vertical levels. The midHolocene and lgm experiments were run for 12 and 22 years, respectively, and the last 10 (midHolocene) and 20 (lgm) years were used to construct the anomalies. Model anomalies for the MH and the LGM were calculated as the differences between the averaged midHolocene/igmMH/LGM simulations and their corresponding control-simulations. We also calculated the anomaly between the lgm/LGM and midHoloceneMH (LGM-MH), taking account of the difference between their control simulations, in the following way: (lgm - lgm) - (midHolocene - midHolocene) We constructed simulated isotope anomalies by averaging the last 10 (midHolocene) and 20 (lgm) years of the simulations.

At best, the speleothem isotopic signal will be an average of the precipitation δ^{18}O (δ^{18}O_p) signals weighted towards those months when precipitation is greatest (Yonge et al., 1985). However, the
signal is transmitted via the karst system, and is therefore modulated by storage in the soil, recharge rates, mixing in the subsurface, and varying residence times - ranging from hours to years (e.g., Breitenbach et al., 2015; Riechelmann et al., 2017). These factors could all exacerbate differences between observations and simulations. We investigated whether weighting the simulated δ18O signals by soil moisture or recharge amount provided a better global comparison measure than weighting by precipitation amount by calculating three indices: (i) δ18Op weighted according to monthly precipitation amount (wδ18O_p); (ii) δ18O_p weighted according to the potential recharge amount calculated as precipitation minus evaporation (P-E) for months where P-E > 0 (wδ18O_recharge); and (iii) soil water δ18O weighted according to soil moisture amount (wδ18O_sw). To investigate the impact of transit time on the comparisons, we smoothed the simulated wδ18O using a range of smoothing from 1–16 years. Finally, we investigated whether differences in elevation between the model grid and speleothem records had an influence on the quality of the data-model comparisons by applying an elevational correction of -2.5‰/km (Lachniet, 2009) to the simulated wδ18O.

2.2 Modern observations

We use two sources of modern isotope data for assessment purposes: (i) δ18O_p measurements from the Global Network of Isotopes in Precipitation (GNIP) database (IAEA/WMO, 2018) and (ii) a gridded dataset of global water isotopes from the Online Isotopes in Precipitation Calculator (OIPC: Bowen and Revenaugh, 2003; Bowen, 2018).

The GNIP database (IAEA/WMO, 2018) provides raw monthly δ18O_p values for some part of the interval 03/1960 to 08/2017 for 977 stations. Individual stations have data for different periods of time and there are gaps in most individual records; only two stations have continuous data for over 50 years and both are in Europe (Valentia Observatory, Ireland, and Vienna Hohe-Warte, Austria). Most GNIP stations are more than 0.5° away from the SISAL cave sites, precluding a direct global comparison between GNIP and SISAL records. However, the GNIP data can be used to examine simulated interannual variability. Annual wδ18O averages were calculated from GNIP stations with at least enough 10 months of data to account for more than 80% of the annual precipitation per year and 5 or more years of data. Annual wδ18O_p data was extracted from the ECHAM5-wiso simulations at the location of the GNIP stations for the years for which GNIP data is available at each station. We exclude GNIP stations from coastal locations that are not land in the ECHAM5-wiso simulation. This dual screening results in only 450 of the 977 GNIP stations being used for comparisons. Boxplots are calculated with the standard deviation of annual wδ18O_p data.
The OIPC dataset provides a gridded long-term global (1960–2017) record of modern wδ¹⁸Op, based on combining data from 348 GNIP stations covering part or all the period 1960–2014 (IAEA/WMO, 2017) and other wδ¹⁸Op records from the Water Isotopes Database (Waterisotopes Database, 2017). The OIPC data can be used to evaluate modern spatial patterns in both the SISAL records and the simulations.

2.3 Speleothem isotope data

We use an updated SISAL database (SISALv1b: Atsawaranunt et al., 2019), which provides revised versions of 45 records from SISALv1 and includes 60 new records (Table 1). SISALv1b has isotope records from 455 speleothems from 211 cave sites distributed worldwide. Because the isotopic fractionation between water and CaCO₃ differs between calcite and aragonite, we only use calcite speleothems, or aragonite speleothems where the correction to calcite values was made by the original authors, and for simplicity, speleothems with uncorrected aragonite mineralogy. However, using the reformulated aragonite δ¹⁸O-water equation of Grossman and Ku (1986) from Lachniet (2015) would allow the incorporation of the currently small number of aragonite records from the SISAL database to the data-model comparison. We exclude speleothems where some samples are calcite and some aragonite (mixed mineralogy speleothems) and speleothems with unknown mineralogy. As a result of this screening, we use 370–407 speleothem records from 174–193 cave sites for comparisons. However, the number of speleothem records covering specific periods (i.e., modern, MH, LGM) is considerably lower.

Recent data suggests that many calcite speleothems are precipitated out of isotopic equilibrium with waters (Daëron et al., 2019). Therefore, we have converted SISAL speleothem calcite data to its drip-water equivalent using an empirical speleothem-based fractionation factor that accounts for any non-equilibrium of kinetic fractionation that may arise in the precipitation of calcite speleothems in caves (Tremaine et al., 2011):

\[
\delta^{18}O_{\text{dripw,SMOW}} = \delta^{18}O_{\text{calcite,SMOW}} - \left(\frac{16.1\times1000}{T} - 24.6\right) \quad \text{(T in K)}
\]

We use the fractionation factor from Grossman and Ku (1986) as formulated in Lachniet (2015) to convert aragonite speleothems to their drip-water equivalent:

\[
\delta^{18}O_{\text{dripw,SMOW}} = \delta^{18}O_{\text{calcite,SMOW}} - \left(\frac{18.34\times1000}{T} - 31.954\right) \quad \text{(T in K)}
\]
We use the V-PDB to V-SMOW conversion from Coplen et al. (1983) as in Sharp (2007):

\[
\delta^{18}O_{\text{calcite,SMOW}} = 1.0309 \times 10^{-2} \times \delta^{18}O_{\text{calcite,PDB}} + 30.9229.98
\]

We have used mean annual surface air temperature from CRU-TS4.01 (Harris et al., 2014) for the OIPC comparison and ECHAMS-wiso simulated mean annual temperature for the SISAL-model comparison as a surrogate of modern and past cave air temperature (Moore and Sullivan, 1997). There are uncertainties introduced in this conversion because several unknown factors are unknown, e.g., such as cave temperature and pCO₂ of soil.

We compare the modern temporal variability in the SISAL records with ECHAMS-wiso by extracting simulated wδ^{18}O at the cave site location for all the years for which there are speleothem isotope samples within the period 1958-2013. The speleothem isotope ages were rounded to exact calendar years for this comparison.

Data-model comparisons are generally made by comparing (1) anomalies between a control period and a palaeoclimate simulation and a control period with (2) data anomalies with respect to a modern baseline. There is no agreed standard defining the interval used as a modern baseline for palaeoclimate reconstructions. Some studies have used modern observational datasets which cover a specific and limited period of time and some use the late 20th century as a reference. We investigate the appropriate choice of modern baseline for the speleothem records by comparing the interval centred on 1850 CE with alternative intervals covering the late 20th century, specifically 1961-1990 and 1850–1990 CE, and we assess the impact of these choices on both mean δ¹⁸O values and the number of records available for comparison. The MH time slice was defined as 6,000 ±500 yrs BP (where present is 1950 CE) and the LGM time slice as 21,000 ±1,000 yrs BP, following the conventional definitions of these intervals used in the construction of other benchmark palaeoclimate datasets (e.g., MARGO project members, 2009; Bartlein et al., 2011). However, we also examined the impact of using shorter intervals for each time slice. In addition to calculating LGM and MH anomalies with respect to modern, we also calculated the anomaly between the LGM and MH (LGM-MH).

We use the published age-depth models for each speleothem record. There is no information about the temporal uncertainties on individual isotope samples for most of the records in SISALv1b. This precludes a general assessment of the impact of temporal uncertainties on data-model comparisons. Nevertheless, we assess these impacts for the LGM for two records (entity BT-2 from Botuverá cave: Cruz et al., 2005; and entity SSC01 from Gunung-buda cave: Partin et al., 2007) for which new age-depth models have been prepared using COPRA (Breitenbach et al., 2012). We created 1,000-member ensembles of the age-depth relationship using the original author’s choice of radiometric dates and
pchip \textit{(piecewise cubic hermite interpolating polynomial)} interpolation. Isotope ratio means were calculated using time windows of increasing width \((\pm 100\) to \(\pm 1,500\) years) around 21 kys BP for the original age-depth model, the COPRA median age model, and all ensemble members. All COPRA-based uncertainties have been projected to the chronological axes.

To explore the use of absolute isotopic data for model evaluation, we extracted absolute data for six transects illustrating key features of the MH and LGM geographic isotopic patterns during the modern, MH and LGM periods. The MH transects run from NW to SE across America, NW to SE across SE Asia, and N-S across southern Europe and northern Africa. The LGM transects run N-S from central Europe to southern Africa, from NW to SE in America, and N-S from China to northern Australia. Each transect follows the great circle line between two locations. The longitudinal span of each regional transect varies to maximise the number of SISAL records included. We extracted model outputs for the same transects at 1.12° steps to match the model grid size and using the model land/sea mask to remove ocean grid cells. The simulated absolute values were extracted along the great circle lines at 1.12° steps to match the model grid size. Comparisons are made between the SISAL mean \(\delta^{18}O\) value and the simulated w\(\delta^{18}O\) values averaged within a the latitudinal or longitudinal range defined for each transect. We also compare simulated mean annual surface air temperature (MAT) and mean annual precipitation (MAP) with pollen-based quantitative reconstructions of MAT and MAP from Bartlein et al. (2011). The pollen-based anomalies have been converted to absolute values by adding the CRU-TS4.01 climatology (Harris et al., 2014).

The presence/absence of speleothems in the temperate zone has long been interpreted as a direct indication of interstadial/stadial climate state (Gordon et al., 1989; Kashiwaya et al., 1991; Baker et al., 1993), while in dry regions speleothem growth indicates a pluvial climate (Vaks et al., 2006) and in episodically cold regions responds to the absence of permafrost (Atkinson et al., 1978; Vaks et al., 2013). Speleothem growth is inhibited in very dry climates, so the presence/absence of speleothems has been interpreted as a direct indication of climate state (Gascoyne et al., 1983; Vaks et al., 2006; Vaks et al., 2013). Speleothem distribution through time approximates an exponential curve in many regions around the world (e.g., Ayliffe et al., 1998; Jo et al., 2014; Scroxton et al., 2016). This relationship suggests that the natural attrition of stalagmites is independent of the age of the specimens and approximately constant through time, despite potential complications from erosion, climatic changes and sampling bias. The underlying exponential curve can, therefore, be thought of as a prediction of the number of expected stalagmites given the existing population. Intervals when climate conditions were more/less favourable to speleothem growth can then be identified from changes in the population size by subtracting this underlying exponential curve (Scroxton et al., 2016).
We apply this approach at a global level to the unscreened SISAL data by counting the number of individual caves with stalagmite growth during every 1,000-yr period from 500 kyrs BP to the present. Growth was indicated by a stable isotope sample at any point in each 1,000-year bin, giving 3,866 data points distributed in 500 bins. We use cave numbers, rather than the number of individual speleothems, to minimise the risk of over-sampled caves influencing the results. Random resampling (100,000) of the 3,866 data points was used to derive 95% and 5% confidence intervals. The number of speleothems cannot be reliably predicted by a continuous distribution when numbers are low, so we do not consider intervals prior to 266 kyrs BP – the most recent interval with less than four records.

3 Results

3.1 Spatio-temporal coverage of speleothem records

There are many regions of the world where the absence of carbonate lithologies means that there will never be speleothem records (Fig. 1a). Nevertheless, SISALv1b represents a substantial improvement in spatial coverage compared to SISALv1, particularly for Australasia and Central and North America (Fig. 1a, Table 1), and the sampling for regions such as Europe and China is quite dense. Thus, SISALv1b provides a sufficient coverage to allow the data to be used for model evaluation. The temporal distribution of records is uneven, with only ca. 40 at 21 kyrs increasing to >100 records at 6 kyrs and >110 for the last 1,000 yrs (Fig. 1b). A pronounced regional bias exists towards Europe during the Holocene. Regional coverage is relatively even during the LGM, with the exception of Africa which is under-represented throughout (<4% of total). Nevertheless, there is sufficient coverage to facilitate data-model comparisons for the MH and LGM for most regions of the world.

The global occurrence of speleothems through time approximates an exponential distribution (Fig. 2a–b). Anomalously high numbers of speleothems are found in the last 12 kyrs, between 128–112 kyrs BP and during interglacials MIS 1 and 5e (and the early glacial MIS 5d). There are fewer than expected speleothems between 73–63 kyrs BP and during MIS 2 (Fig. 2b). These deviations could arise from sampling biases but may also reflect globally wetter or drier intervals. It is unlikely that such biases would lead to differences between the tropics and temperate regions. Differences between curves constructed for both tropical and temperate regions (Fig. 2c–d) suggest that, at least for the last 130 ka, deviations from expected stalagmite growth in the extra-tropics correspond to variability on glacial/interglacial scales; these deviations are climatic in origin because there is less variability in the tropical than the temperate curve. Thus, even at a global level, the speleothem data provide a first-order assessment of climate changes on orbital time scales. Thus, the speleothem data indicate similar climatic sensitivity, even at a global level, to that demonstrated for sub-continental and regional scales.
by earlier authors, despite their use of much smaller numbers and far less precise age data than in the SISAL dataset.

3.2 How well do the speleothem records represent modern $\delta^{18}$O in precipitation?

The first-order spatial patterns shown by the SISAL speleothem records during the modern period (1960–2017; n = 7287) are in overall agreement with the OIPC dataset of interpolated $w\delta^{18}$Op ($R^2 = 0.7876$), with more negative values at higher latitudes and in more continental climates (Fig. 3a). The fact that the speleothem records reflect the $\delta^{18}$O patterns in modern precipitation confirms at a global scale the findings of McDermott et al. (2011) for the continental scale in Europe as shown by McDermott et al. (2011) for European stalagmites. There are no systematic biases between OIPC and SISAL data at different latitudes (Fig. 3b). Low latitude sites tend to show more positive $\delta^{18}$O values than the OIPC data, whereas sites from the mid to high latitudes tend to be more negative (Fig. 3b). However, low latitude sites tend to show more positive $\delta^{18}$O values than simulated $w\delta^{18}$Op, whereas sites from mid to high latitudes tend to be more negative ($R^2 = 0.79$), although in this case the slope is steeper (Fig. 3c, d). Some discrepancies between the SISAL data and the observations or simulations may be due to cave specific factors (such as a preferred seasonality of recharge (e.g., Bar-Matthews et al., 1996), non-equilibrium fractionation processes during speleothem deposition (e.g., Ersek et al., 2018), or complex soil-atmosphere interactions affecting evapotranspiration (e.g., Denniston et al., 1999) and, thus, the isotopic signal of the effective recharge, or uncertainties in the isotope fractionation factors with respect to temperature (Figure S1) amongst others (e.g., Hartmann and Baker, 2017). However, the overall level of agreement suggests that the SISAL data provide a good representation of the impacts of modern hydroclimatic processes.

Comparison of the SISAL records with $\delta^{18}$Op weighted according to the potential recharge amount or with $\delta^{18}$Op weighted to the moisture amount does not significantly improve the data-model comparison (Supplementary Fig. S2). The best relationship is obtained with soil water $\delta^{18}$O weighted according to soil moisture amount ($w\delta^{18}$Osw; $R^2 = 0.8076$). However, smoothing the simulated $w\delta^{18}$Op records on a sample-to-sample basis to account for multi-year transit times in the karst environment produces a slightly better geographic agreement with the SISAL records (Supplementary Fig. S3). Accounting for differences between the model grid cell and cave elevations does not yield any overall improvement in the global correlations.

Simulated inter-annual variability is less than shown in the GNIP data (Fig. 4). Although there are missing values for the GNIP station data, we have also removed these intervals from the simulations,
so incomplete sampling is unlikely to explain the difference between the observed and simulated inter-annual variability. Our results are consistent with the general tendency of climate models to underestimate the sensitivity of extreme precipitation to temperature variability or trends (Flato et al., 2014). ECHAM5 is known to underestimate inter-annual variability in regions where precipitation is dominantly convective (i.e., the tropics), as well as in summer in extra-tropical regions (e.g., in southern Europe) because convective precipitation operates on small spatial scales and has a large random component, even for a given large-scale atmospheric state (Eden et al., 2012). The inter-annual variability of the modern speleothem records is lower than both the simulated and the GNIP data, reflecting the impact of within-karst and in-cave processes that effectively act as a low-pass filter on the signal recorded during speleothem growth (Baker et al., 2013). Thus, smoothing the simulated δ¹⁸O signal produces a better match to the SISAL records: application of a smoothing window of > 65 yrs to simulated wδ¹⁸O produces a good match (95% confidence) with the inter-annual variability shown by the speleothems (Fig. 4). The fact that the temporal smoothing of the simulations produces a better match both in terms of geographic patterns and inter-annual variability results from the tendency of speleothem records to predominantly contain low-frequency information (Baker et al., 2013) and This result indicates that global data-model comparisons using speleothem records should focus on quasi-decadal or longer timescales. However, the temporal smoothing caused by karst processes varies from site to site; where transmission from the surface to the cave can be shown to be rapid, individual speleothems may preserve annual or even sub-annual signals.

3.3 Anomaly-mode time-slice comparisons

The selection of a modern or pre-industrial base period is a first step in reconstructing speleothem δ¹⁸O anomalies for comparisons with simulated changes in specific model experiments. There are 7662 speleothem records from 62 sites that cover the pre-industrial interval 1850±15 CE, commonly used as a reference in model experiments. However, using this short interval as the base period for comparisons with MH or LGM simulations would result in the reconstruction of anomalies for only 1821 records for the MH and only 57 records for the LGM - which are the number of speleothem records with isotopic samples in both the base period and either the MH or LGM (Table 2). There is no significant difference in the mean δ¹⁸O values for this pre-industrial period and the modern δ¹⁸O values (R² = 0.96; Supplementary Fig. S1). Using an extended modern baseline (1850–1990 CE) increases the data uncertainties by only ±0.5‰ but raises the number of MH records for which MH-modern anomalies can be calculated to 364 entities from 29–32 sites around the world. There is also an improvement in the number of LGM sites for which it is possible to calculate anomalies, from 5–7 to 134 entities at 120 sites. Although longer base periods have been used for data-model comparisons,
for example the last 1,000 years (e.g., Werner et al., 2016), this would increase the uncertainties in the observations without substantially increasing the number of records for which it would be possible to calculate anomalies, particularly for the LGM (Table 2). We, therefore, recommend the use of the interval 1850–1990 CE as the baseline for calculation of $\delta^{18}$O anomalies from the speleothem records. A relatively good agreement exists between the sign of the simulated and observed $\delta^{18}$O changes at the MH and LGM: 77% of the MH entities and 64% of the LGM entities show changes in the same direction after allowing for an uncertainty of ±0.5‰ (Fig. 5a, b). However, the magnitude of the changes is larger in the SISAL records than the simulations. The MH-modern speleothem anomalies range from $-3.60$ to $1.29$‰ (mean±std: $-0.50\pm1.01$‰), but the simulated anomalies only range from $-0.49$ to $0.30$‰ (mean±std: $-0.00\pm0.32$‰). Observed anomalies are 45–20 times larger than simulated anomalies in the Asian monsoon region, and in individual sites in North and South America and Uzbekistan (Fig. 5a). The data-model mismatch is smallest in Europe, with a mean data-model offset of $-0.13\pm0.42$‰ (n = 9 entities from 7 sites). Multivariate analyses (Supplementary Information) also show that there is no significant relationship between observed and simulated $\delta^{18}$O patterns in the MH. A two-tailed Student t-test shows that most of the simulated anomalies-MH values are not significantly different from present (at 95% confidence). This may reflect the fact that the midHolocene simulation was only run for 10 years but is also consistent with previous studies which show that climate models substantially underestimate the magnitude of MH changes (Harrison et al., 2014), particularly in monsoon regions (e.g., Perez-Sanz et al., 2014).

The simulated changes in $\delta^{18}$O at the LGM are much larger than those simulated for the MH and are significant (at 95% confidence) over much of the globe. There is no regionally coherent pattern in the observed LGM anomalies because of the limited number of speleothems that grew continuously from the LGM to present. However, the sign of the observed changes is coherent with the simulated change in $\delta^{18}$O for 112 of the 133 records (Fig. 5b). The magnitude of the LGM anomalies differs by less than 1% between model and data in half-two thirds of the locations. A strong offset is found in the two records from Sofular Cave, which are ca. 5.56‰ more negative than the simulated $\delta^{18}$O. This offset may be related to the glacial changes in the Black Sea region, which are not well represented in the lgm simulation. Thus, although overall the comparison with the speleothem records suggests that the simulated changes in hydroclimate are reasonable, the simulated changes in the Middle East differ from observations. However, multivariate analyses (Supplementary Information) reveal no significant relationship between observed and simulated global LGM $\delta^{18}$O patterns.

An alternative approach to examine the realism of simulated changes is to compare the LGM and MH simulations-periods directly, which improves the number of records for which anomalies can be
calculated (Fig. 5 c; n = 220). However, the pattern of change is similar to the LGM-modern anomalies. The simulated and observed direction of change is coherent at 86% of the locations with an offset smaller than 1% occurring in 7-12 sites and again the largest discrepancy is Sofular Cave. Thus, in this particular example, a direct comparison of the LGM-MH anomalies does not provide additional insight to the comparison of LGM-modern anomalies. Nevertheless, such an approach might be useful for other time periods (e.g., comparison of early versus mid-Holocene) when there are likely to be many more speleothem records available.

Age uncertainties inherent to the speleothem samples selecting to representing the LGM could partially explain the LGM data-model mismatches. A global assessment of the impact of time-window width on the MH and LGM anomalies shows that reducing the window width from ±500 to ±200 years in the MH has little impact on the average values (Supplementary Fig. S5) but reduces the inter-sample variability and produces a better match to the simulated anomalies. A similar analysis for the LGM (Supplementary Fig. S6) suggests that a window width of ±500 years (rather than ±1,000 years) would be the most appropriate choice for comparisons of this interval. The number of SISAL sites available for such comparisons is not affected. However, analyses of the relative error of the isotope anomalies calculated at individual sites for different LGM window widths (Fig. 6) show a clear increase in all relative error components as window size decreases for BT-2 (Botuverá cave; Fig. 6a; Cruz et al., 2005) but no clear changes in the relative error terms for SSC01 (Gunung-buda cave; Fig. 6b; Partin et al., 2007) (the samples from Botuverá and Gunung-buda cave in Figure 6a and 6b, respectively, with new COPRA-produced age-depth models). These results suggest that, with an LGM window width of ±1,000 years, the relative contribution of age uncertainty to the anomaly uncertainty is small (Fig. 6). Thus, although it is clear that it would be useful to propagate age uncertainties for individual sites, changing the conventional definitions of the MH and LGM time slices in deriving speleothem anomalies does not seem warranted at this stage.

### 3.4 Analysis of spatial gradients

The number of sites available in SISALv1b means that quantitative data-model comparisons using the traditional anomaly approach are limited in scope. Approaches based on comparing trends in absolute δ¹⁸O values could provide a way of increasing the number of observations and an alternative way to evaluate the simulations. Comparison of trends places less weight on anomalous sites and allows large-scale systematic similarities and dissimilarities between model and observations to be revealed. We illustrate this approach using spatial gradients across Asia and across Europe and showing how they differ between the modern, in the MH and LGM periods, although such an approach could also be used for temporal trends.
The first-order trends-spatial gradient in observed δ¹⁸O changes during the MH-modern period is broadly captured by the model in both examples (Figs. 7, 8), with the largest offsets found mainly for high altitude sites. There is a fundamental change in the latitudinal gradient across Asia during the MH (Fig. 7). In this period, the gradient observed in the data is clearly not reproduced by the model, which systematically simulates higher wδ¹⁸O values between 20 and 35°N, suggesting that the model underestimates the insolation-driven intensification of the hydrological cycle in monsoon regions during this period. The limited number of speleothem records available between 25 and 35°N for the LGM agree with the simulated δ¹⁸O gradient. The longitudinal gradient across Europe (Fig. 8) does not change substantially in the MH compared to modern. However, the model simulates wδ¹⁸O values ~2‰ lower than observed in low-altitude sites in south central Europe between 0 and 15°E during the MH. This suggests that model may be underestimating the role of atmospheric circulation (i.e., weaker westerlies) during this period, an aspect of the climate system that models have difficulty to simulate (Mauri et al., 2014). The large latitudinal variability of simulated values eastwards of ~ 5°E during the LGM is consistent with a larger spread in the observations, albeit the limited number of data available. The largest mismatches between the observations and simulations, in the high latitudes of North America, in mid-latitude Europe and in the monsoon region of Asia, are in regions where the model does not reflect the reconstructed MAP. This confirms the suggestion, based on comparison of the MH mapped patterns (section 3.3), that ECHAM5-wiso underestimates changes in precipitation between the MH and the present day. The observed latitudinal δ¹⁸O gradients in the LGM are reasonably well captured by the simulations (Fig. 8), reflecting the strong latitudinal control on δ¹⁸O variability (Dansgaard, 1964). As is the case in the MH, the largest discrepancies occur in regions where the model overestimates MAP. However, this mismatch may partly reflect the fact that the pollen-based reconstructions do not take account of the low atmospheric CO₂ concentration during the glacial and, may consequently underestimate the actual precipitation amount (Prentice et al., 2017). Nevertheless, these examples show the potential to use trends in absolute values for model evaluation and diagnosis.

4 Protocol for data-model comparison using speleothem data

Our analyses illustrate a number of possible approaches for utilising using speleothem isotopic data towards for model evaluation. The discontinuous nature of most speleothem records means that the number of sites available for conventional anomaly-mode comparisons is potentially limited. To some extent this is mitigated by the fact that differences between the modern and pre-industrial isotope values are small, permitting the calculation of anomalies using a longer baseline interval (1850–1990 CE). The use of smaller intervals of time in calculating MH or LGM anomalies (Supplementary Fig. S4-5
and 56) does not have a significant impact either on the mean values or the number of records provided the interval is > ±300 yrs for the MH and > ±500 yrs for the LGM. Although the use of shorter intervals is possible, we recommend using the conventional definitions of each time slice to facilitate comparison with other benchmark datasets. Although patterns in the isotopic anomalies can provide a qualitative assessment of model performance, site-specific factors could lead to large differences from the simulations at individual locations. Improved spatial coverage would allow such sites to be identified and screened out before making quantitative comparisons of observed and simulated anomalies. Although there are only a limited number of records that cover both the modern baseline period and the MH (or the modern baseline period and the LGM), there are many more records that provide information about one or other of these periods. The examination of spatial gradients in absolute δ18O provides one way of exploiting this larger data coverage. More records are available for the MH or LGM alone than for both that period (i.e. MH or LGM) and the modern baseline period, encouraging examination of spatial gradients in absolute δ18O. Even when an offset between the observed and simulated δ18O exists, comparing the trends along such gradients is possible. Thus, both absolute values and anomalies of the isotope data for data-model comparison are useful.

Screening of published speleothem isotopic data is essential to produce meaningful data-model comparisons. The SISAL database facilitates screening for mineralogy, which has a substantial effect on isotopic values because of differences in water-carbonate fractionation factors for aragonite or calcite that are more pronounced at lower temperatures (Fig. S1). We recommend the use of the empirical speleothem-based fractionation factor of Tremaine et al. (2011) for isotope values on calcite stalagmites, or on aragonite specimens that have been corrected to their calcite equivalent in the original publications, and the equilibrium fractionation equation of Grossman and Ku (1986) for aragonite samples to ensure consistency across records.

Based on the limited number of records available at the LGM, speleothem age uncertainties have only a limited impact on mean isotopic values, propagation of such uncertainties as well as any model uncertainties would nevertheless substantially improve the robustness of data-model comparisons.

Based on our analyses, we therefore recommend that model evaluation using speleothem records should:

1. Filter speleothem records with respect to their mineralogy and use the appropriate equilibrium fractionation factor: Tremaine et al. (2011) for converting isotopic data from either calcite or aragonite-corrected-to-calcite samples to their drip water equivalent; and Grossman and Ku (1986) as reformulated by Lachniet (2015) for converting isotopic data from aragonite samples;
2. Use the interval between 1850 and 1990 as the reference period for speleothem isotope records;

3. Use speleothem isotopic data averaged for the intervals 6,000 ±500 yrs (21,000 ±1,000 yrs) for comparability with other MH (LGM) palaeoclimate benchmark datasets;

4. Use speleothem isotopic data averaged for the interval 6,000 ±200 yrs or 21,000 ±500 yrs for best approximation of midHolocene and lgm experiments;

5. Use absolute values only to assess data-model first order spatial patterns;


5 Conclusions

Speleothem records show the same first-order spatial patterns as available in the Global Network of Isotopes in Precipitation (GNIP) data, and, therefore, are therefore a good reflection of the δ¹⁸O patterns in modern precipitation. This observation then suggests that stalagmites are a rich source of information for model evaluation. However, the inter-annual variability in the modern speleothem records is considerably reduced compared to the simulations, which in turn show less inter-annual variability than the GNIP observations. The low variability shown by the SISAL records — most likely from the low-pass filter effectively applied to the speleothem record by the karst system — precludes the use of this database for global studies focused on time scales shorter than quasi-decadal on a global basis.

Using the traditional anomaly approach to data-model comparisons, there is consistency between the sign of observed and simulated changes in both the MH and the LGM exists. However, the ECHAM5-wiso model underestimates the changes in δ¹⁸O between time periods compared to the speleothems records (i.e., the amplitude of modelled δ¹⁸O changes is lower) than the amplitude observed in the speleothem records. Thus, these kinds of comparisons should only focus on the large-scale spatial patterns that are significant, robust and climatologically interpretable. Based on the available SISAL data, the use of smaller time windows than the conventional definitions for each time slice does not have a strong impact on the mean values and could be used to reduce the uncertainties associated with the palaeodata. However, this would preclude comparisons with existing benchmark datasets that use the conventional windows for the MH and LGM time slices.

Only a limited number of speleothem records are continuous over long periods of time and the need to convert these to anomalies with respect to modern is a drawback. The limited number of records covering the LGM make the comparisons for this period particularly challenging. Nevertheless,
continued expansion of SISAL database will increase its usefulness for model evaluation in future. Furthermore, we have shown that alternative approaches using absolute values could help examine spatial trends and diagnose systematic offsets.

Difficulties in constraining structural error on the model side and local controls on the observations complicate the derivation of comprehensive estimates of the true uncertainties of both simulations and observations. Site-specific controls can affect the δ¹⁸O record captured in speleothems, but we have not screened for regionally anomalous records that could be influencing the results in our analyses. Our initial analyses suggest age uncertainty contributes little to the estimates for the LGM speleothem isotopic values. However, it is still important to propagate dating uncertainties for data-model comparison. Despite these challenges, SISAL appears to be an extremely useful tool for describing past patterns of variability, highlighting its potential for evaluating CMIP6-PMIP4 experiments. Mismatches between simulations and observations can reflect the issues with the experimental design, problems with the model or uncertainties in the observations (Harrison et al., 2015). The failure to include changes in atmospheric dust loading, for example, has been put forward as an explanation of data-model mismatches in both the MH and the LGM (e.g., Hopcroft et al., 2015; Messori et al., 2019). Missing processes and feedbacks, such as climate-induced vegetation or landsurface changes, could also contribute to mismatches (e.g., Yoshimori et al., 2009; Swann et al., 2014).

Uncertainties caused by the specific structure of the model or assigned model parameter values could also contribute to data-model mismatches (Qian et al., 2016). Ultimately, there needs to be an assessment of the contribution of all of these factors to data-model mismatches, but here we have only focused on potential uncertainties associated with the speleothem data. Our initial analyses suggest age uncertainty contributes little to the uncertainties in the estimates of LGM speleothem isotopic values. However, it is still important to propagate dating uncertainties for data-model comparison. Site-specific controls may have a much larger effect on the δ¹⁸O record recorded by individual speleothems and thus may contribute significantly to uncertainties in local or regional signals. We have not screened for regionally anomalous records that could be influencing the results of our analyses, but this should certainly be done. Despite these challenges, SISAL appears to be an extremely useful tool for describing past patterns of variability, highlighting its potential for evaluating CMIP6-PMIP4 experiments.

Comparisons with speleothem data can be seen as a complement to model evaluation using other types of palaeoenvironmental data and palaeoclimatic reconstructions (see e.g., MARGO project members, 2009; Harrison et al., 2014). They are particularly useful because they provide insights into how well state-of-the-art models reproduce the hydrological cycle and atmospheric circulation...
patterns. The ability to reproduce past observations provides additional confidence in the ability of climate models to simulate large climate changes, such as those expected by the end of the 21st century (Braconnot et al., 2012; Schmidt et al., 2014). However, mismatches between model simulations and palaeo-observations are also useful because they can help to pinpoint issues that may need to be addressed in developing improved models or in better experimental protocols (Kageyama et al., 2018), providing that these mismatches do not arise because of misunderstanding or misinterpretation of the observations themselves. By providing a protocol for using speleothem data for data-model comparisons that accounts for uncertainties in the observations, we anticipate that at least such causes of data-model mismatches will be minimized.

6 Data availability

The version of the SISAL database used in this study is available in the University of Reading Research Data Archive (http://dx.doi.org/10.17864/1947.189). This dataset is cited in this manuscript as Atsawawaranunt et al., 2019. The SISAL (Speleothem Isotopes Synthesis and AnaLysis Working Group) database version 1b is publicly available through the University of Reading repository at http://doi.org/10.17864/1947.189 (Atsawawaranunt et al., 2019) and through the NOAA’s National Centers for Environmental Information (NCEI) at https://www.ncdc.noaa.gov/paleo-search/study/24070. The ECHAM5-wiso model output is available from https://doi.org/10.1594/PANGAEA.902347 (Werner, 2019). The OIPC mean annual precipitation δ¹⁸O data is available from the Water Isotopes Database at http://wateriso.utah.edu/waterisotopes/pages/data_access/ArcGrids.html (Bowen and Revenaugh, 2003; IAEA/WMO, 2015; Bowen, 2018). The Global Network of Isotopes in Precipitation (GNIP) data from the International Atomic Energy Agency (IAEA) and the World Meteorological Organization (WMO) is available at https://nucleus.iaea.org/wiser upon registration (IAEA/WMO, 2018).
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18 Figures

**Figure 1:** Spatio-temporal distribution of SISALv1b database. (a) Spatial distribution of speleothem records. Filled circles are sites used in this study (SISALv1 in purpleblue; SISALv1b in light-bluegreen). **Crosses-Triangles** are SISAL sites that do not pass the screening described in section 2.3 and/or do not cover the time periods used here (modern, MH and LGM). The background carbonate lithology is that of the World Karst Aquifer Mapping (WOKAM) project (Chen et al., 2017). (b) Temporal distribution of speleothem records according to regions. The non-overlapping bins span 1,000 years and start on 1950 CE. Regions have been defined as: Oceania (-60° < Lat < 0°; 90° < Lon < 180°); Asia (0° < Lat < 60°; 60° < Lon < 130°); Middle East (7.6° < Lat < 50°; 26° < Lon < 59°); Africa (-45° < Lat < 36.1°; -30° < Lon < 60°; with records in the Middle East region removed); Europe (36.7° < Lat < 75°; -30° < Lon < 30°; plus Gibraltar and Siberian sites); South America (-60° < Lat < 8°; -150° < Lon < -30°); North and Central America (8.1° < Lat < 60°; -150° < Lon < -50°).

**Figure 2:** Distribution of the number of **unique single** caves with speleothem growth through time. (a) Number of **unique single** caves with growth over the last 500,000 yrs BP (where present is 1950 CE) in 1000-year bins (solid line), bootstrapped estimate of uncertainty (shading between 5 and 95% percentiles) and fitted exponential distribution (darker solid line). **Horizontal bars denote previous interglacials.** (b, c) same as a) but with the fitted exponential distribution subtracted to highlight anomalies from the expected number of caves over the last 300 kys BP. **Horizontal bars in b) and c) indicate periods with significantly greater (dark grey) or fewer (light grey) number of caves with speleothem growth than expected.** Green indicates the full global dataset, blue and red indicate temperate and tropical subdivisions respectively. **Horizontal bars in a) denote previous interglacials.**
**Figure 3:** Comparison of SISAL data with observational and simulated $w\delta^{18}\text{O}_p$ for the modern period. (a) Comparison between SISAL $\delta^{18}\text{O}$ averages [%o; V-SMOW] for the period 1960–2017 CE with OIPC data [%o; V-SMOW]. (b) Scatterplot of SISAL modern $\delta^{18}\text{O}$ averages as in (a) versus $w\delta^{18}\text{O}_p$ extracted from OIPC (i.e., background map in (a)) at the location of each cave site. (c) Same as (a) with simulated $w\delta^{18}\text{O}_p$ data for the period 1958–2013 in the background. (d) Scatterplot of SISAL modern $\delta^{18}\text{O}$ as in (c) versus the simulated $w\delta^{18}\text{O}_p$ for the period 1958–2013 CE. Dashed lines in (b) and (d) represent the 1:1 line. All SISAL isotope data have been converted to their drip-water equivalent following the approach described in section 3.2, using the calcite-water $\delta^{18}\text{O}$ fractionation equation from Tremaine et al. (2011). Mean annual air surface temperature from CRU-TS4.01 (Harris et al., 2014) and mean annual simulated ECHAM5-wiso air surface temperature were used as surrogates for cave temperatures in the OIPC and ECHAM5-wiso comparison, respectively. See section 2.3 for details on data extraction and conversion.
Figure 43: Modern global inter-annual $\delta^{18}$O variability. Box plots show the variability of the standard deviation of global annual w$\delta^{18}$O using: (left) GNIP stations with enough months of data to account for $>$80% of the annual precipitation at least 10 months of data per year and at least 5 years of data ($n = 450$) and ECHAM5-wiso data extracted at the location of each GNIP station for the years when this data is available; (right) SISAL records with at least 5 isotope samples for the period 1958–2013 and simulated w$\delta^{18}$O extracted at each cave location for the same years for which speleothem data is available. Boxplots in shades of red at the rightmost of the panel are constructed after smoothing the simulated w$\delta^{18}$O data for 1 to 16 years. On each box, the central red mark indicates the median (q$_2$; 50$^{th}$ percentile) and the bottom and top edges of the box indicate the 25$^{th}$ (q$_1$) and 75$^{th}$ (q$_3$) percentiles, respectively. Outliers (red-black crosses) are locations with standard deviations greater than $q_3 + 1.5 \times (q_3 - q_1)$ or less than $q_1 - 1.5 \times (q_3 - q_1)$. This corresponds to approximately $\pm 2.7\sigma$ or 99.3% coverage if the data are normally distributed. If the notches in the box plots do not overlap, you can conclude, with 95% confidence, that the true medians do differ. The grey horizontal band corresponds to the notch in SISAL for easy comparison. SISAL data were converted to their drip-water $\delta^{18}$O equivalent as described in section 2.3.
Figure 5: ECHAM5-wiso weighted $\delta^{18}O$ anomalies ([‰; V-SMOW]; background map) and SISAL isotope anomalies ([‰; V-PDBSMOW]; filled circles) for three time-slices: (a) MH-PI (SISAL records $n = 364$), (b) LGM-PI (SISAL records $n = 134$) and (c) LGM-MH (SISAL records $n = 220$). For easy visualisation, when there are two speleothem records from the same cave site, one has been shifted 2° towards the North and the East (shown here as triangles). Note the different colour bar axis in the colour bar of (a) compared to (b) and (c). Two-tailed student t-test has been applied to calculate the significance of the ECHAM5-wiso anomalies in (a) and (b) at a 95% confidence. No significance has been calculated for (c), which compares two different simulations with their corresponding control periods. SISAL anomalies calculated with respect to 1850–1990 CE. Small black crosses indicate SISAL entities that do not have a modern equivalent. SISAL data has been converted to its drip water equivalent prior to calculating the anomalies as described in section 2.3.
Figure 6: LGM period definitions and their impact on SISAL δ¹⁸O mean estimate uncertainty. The impact of the window definition and age uncertainty is explored for two entities (a) entity BT-2 from Botuverá cave (Cruz et al., 2005) and (b) entity SSC01 from Gunung-buda cave (Partin et al., 2007). The relative error is defined as 2 standard deviations for the original age model and the COPRA median; and the upper minus lower 95% quantiles for the COPRA median uncertainty as well as the COPRA ensemble spread of standard deviations. Black solid lines give the relative error of the mean isotopic estimate for the LGM for the original age model and, the grey solid lines give for the estimate based on the COPRA median age model. The pink dotted line shows the uncertainty of the COPRA median estimate, and the green dashed line the average relative error estimate across the 1,000-member COPRA ensemble. For both speleothems, relatively stable error estimates are found for window sizes larger than ±750 years, whereas the relative error increases towards smaller window sizes.
**Figure 7:** Latitudinal isotopic transect for Asia during the (a) Modern (1958-2013), (b) Mid-Holocene (MH; 6 ±0.5 kyrs BP) and (c) Last Glacial Maximum (LGM; 20 ±1 kyrs BP) periods. Background maps at the top of each panel show the simulated $\delta^{18}O_p$ from ECHAM5-wiso. Bottom plots in each panel show the simulated $\delta^{18}O_p$ data extracted for each transect: black circles and grey whiskers are mean ±2 standard deviation of the data extracted along longitudinal sections in between the two great circle lines shown in solid black lines in the top maps. The red line is the median of the extracted data. All data were extracted at steps of 1.12° to coincide with the average model grid-size. These bottom panels also show SISAL $\delta^{18}O$: circles for low-elevation sites, < 1,000 masl; triangles for high-elevation sites, > 1,000 masl. Mid-Holocene (MH) transects for three regions: (a) NW to SE across North America; (b) N-S across southern Europe and northern Africa, and (c) NW to SE across SE Asia. Maps at the top
of each panel show the simulated δ¹⁸Op (left), Mean Annual Temperature (MAT; centre) and Mean Annual Precipitation (MAP; right) from ECHAM5-wiso. The same scale is used for the δ¹⁸O, MAT and MAP maps. All transects show absolute δ¹⁸O values. In the δ¹⁸O maps, filled circles are SISAL δ¹⁸O averages for entities that cover both the MH and the modern reference period. Filled squares are SISAL entities that do not have a corresponding modern. Bottom plots of each panel show the simulated data extracted for each transect: black circles and whiskers are mean ±1 standard deviation of the data extracted along longitudinal sections in between the two great circle lines shown in solid grey lines in the top maps. The red line is the median of the extracted data. All data were extracted at steps of 1.12⁰ to coincide with the average model grid size. Bottom plots in each panel also show SISAL δ¹⁸O (circles for low-elevation sites, < 1,000 masl; triangles for high-elevation sites, > 1,000 masl), pollen-based quantitative reconstructions of MAT (red squares; Bartlein et al., 2011) and MAP (blue squares; Bartlein et al., 2011). Pollen-based reconstructions have been converted to absolute values by adding the CRU-TS4.01 climatology (Harris et al., 2014).
Figure 8: Longitudinal isotopic transect for Europe during the (a) Modern (1958-2013), (b) Mid-Holocene (MH; 6 ±0.5 kyrs BP) and (c) Last Glacial Maximum (LGM; 20 ±1 kyrs BP) periods. Details as in caption of Fig. 7. Last Glacial Maximum (LGM) transects for three regions: (a) NW to SE across North America; (b) N-S from central Europe to southern Africa, and (c) NW-SE from China to northern Australia. Details as in caption of Fig. 7.
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**Table 1:** List of speleothem records that have been added to SISALv1 (Atsawawanunt et al., 2018a; Atsawawanunt et al., 2018b) to produce SISALv1b (Atsawawanunt et al., 2019) sorted alphabetically by site name. Elevation is in metres above sea level (masl), latitude in degrees North and longitude in degrees East.
<table>
<thead>
<tr>
<th>Site name</th>
<th>Elev.</th>
<th>Lat.</th>
<th>Lon.</th>
<th>Entity name</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beatus cave</td>
<td>875</td>
<td>46.38</td>
<td>7.49</td>
<td>EXC3, EXC4</td>
<td>Boch et al. (2011)</td>
</tr>
<tr>
<td>Bribin cave</td>
<td>500</td>
<td>-8.05</td>
<td>110.633</td>
<td>JB2</td>
<td>Hartmann et al. (2013)</td>
</tr>
<tr>
<td>Cesare Battisti cave</td>
<td>1880</td>
<td>46.08</td>
<td>11.02</td>
<td>CB25, CB39,</td>
<td>Johnston et al. (2018)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CB47</td>
<td></td>
</tr>
<tr>
<td>Chan Hol cave</td>
<td>-8.5</td>
<td>20.16</td>
<td>-87.57</td>
<td>CH-7</td>
<td>Stinnesbeck et al. (2017)</td>
</tr>
<tr>
<td>Chen Ha cave</td>
<td>550</td>
<td>16.6769</td>
<td>-89.0925</td>
<td>CH04-02</td>
<td>Pollock et al. (2016)</td>
</tr>
<tr>
<td>Cold Water cave</td>
<td>356</td>
<td>43.4678</td>
<td>-91.975</td>
<td>CWC-1s, CWC-</td>
<td>Denniston et al. (1999)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2ss, CWC-3l</td>
<td></td>
</tr>
<tr>
<td>Devil's Icebox cave</td>
<td>250</td>
<td>38.15</td>
<td>-92.05</td>
<td>DIB-1, DIB-2</td>
<td>Denniston et al. (2007b)</td>
</tr>
<tr>
<td>Dongge cave</td>
<td>680</td>
<td>25.2833</td>
<td>108.0833</td>
<td>DA_2005,</td>
<td>Dykoski et al. (2005); Wang</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>D4_2005</td>
<td>et al. (2005)</td>
</tr>
<tr>
<td>Dos Anas cave</td>
<td>120</td>
<td>22.38</td>
<td>-83.97</td>
<td>CG</td>
<td>Fensterer et al. (2010); Fensterer</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>et al. (2012)</td>
</tr>
<tr>
<td>El Condor cave</td>
<td>860</td>
<td>-5.93</td>
<td>-77.3</td>
<td>ELC_composite</td>
<td>Cheng et al. (2013)</td>
</tr>
<tr>
<td>Frassasi cave system - Grotta Grande del Vento</td>
<td>257</td>
<td>43.4008</td>
<td>12.9619</td>
<td>FR16</td>
<td>Vanghi et al. (2018)</td>
</tr>
<tr>
<td>Goshtute cave</td>
<td>2000</td>
<td>40.0333</td>
<td>-114.783</td>
<td>GC_2, GC_3</td>
<td>Denniston et al. (2007a)</td>
</tr>
<tr>
<td>Harrison's cave</td>
<td>300</td>
<td>13.2</td>
<td>-59.6</td>
<td>HC-1</td>
<td>Mangini et al. (2007); Mickler et</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2004); Mickler et al. (2006)</td>
</tr>
<tr>
<td>Hoti cave</td>
<td>800</td>
<td>23.0833</td>
<td>57.35</td>
<td>H14</td>
<td>Cheng et al. (2009); Fleitmann et</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2003)</td>
</tr>
<tr>
<td>Jaraguá cave</td>
<td>570</td>
<td>-21.083</td>
<td>-56.583</td>
<td>JAR4, JAR1,</td>
<td>Novello et al. (2017); Novello et</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>JAR_composite</td>
<td>(2018)</td>
</tr>
<tr>
<td>Karaca cave</td>
<td>1536</td>
<td>40.5443</td>
<td>39.4029</td>
<td>K1</td>
<td>Rowe et al. (2012)</td>
</tr>
<tr>
<td>Klaus Cramer cave</td>
<td>1964</td>
<td>47.26</td>
<td>9.52</td>
<td>KC1</td>
<td>Boch et al. (2011)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>51-P</td>
<td></td>
</tr>
<tr>
<td>Korallgrottan cave</td>
<td>570</td>
<td>64.88</td>
<td>14.15</td>
<td>K1</td>
<td>Sundqvist et al. (2007)</td>
</tr>
<tr>
<td>Lianhua</td>
<td>455</td>
<td>29.48</td>
<td>109.53</td>
<td>A1</td>
<td>Cosford et al. (2008a)</td>
</tr>
<tr>
<td>Lynds cave</td>
<td>300</td>
<td>-41.583</td>
<td>146.25</td>
<td>Lynds_BCD</td>
<td>Xia et al. (2001)</td>
</tr>
<tr>
<td>Mawmuh cave</td>
<td>1160</td>
<td>25.2622</td>
<td>91.8817</td>
<td>MAW-0201</td>
<td>Myers et al. (2015)</td>
</tr>
<tr>
<td>McLean's cave</td>
<td>300</td>
<td>38.07</td>
<td>-120.42</td>
<td>ML2</td>
<td>Oster et al. (2014)</td>
</tr>
<tr>
<td>Minnetonka cave</td>
<td>2347</td>
<td>56.5833</td>
<td>-119.65</td>
<td>MC08-1</td>
<td>Lundeen et al. (2013)</td>
</tr>
<tr>
<td>Moondyne cave</td>
<td>100</td>
<td>-34.27</td>
<td>115.08</td>
<td>MND-S1</td>
<td>Treble et al. (2003); Treble et al.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2005); Fischer and Treble (2008);</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Nagra et al. (2017)</td>
</tr>
<tr>
<td>Paraio cave</td>
<td>60</td>
<td>-4.0667</td>
<td>-55.45</td>
<td>Paraio composite</td>
<td>Wang et al. (2017)</td>
</tr>
<tr>
<td>Peqiin cave</td>
<td>650</td>
<td>32.58</td>
<td>35.19</td>
<td>PEK_composite, PEK 6, PEK 9, PEK 10</td>
<td>Bar-Matthews et al. (2003)</td>
</tr>
<tr>
<td>Cave Name</td>
<td>Time Period</td>
<td>Number of speleothems (entities) and cave sites in both periods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------------</td>
<td>---------------</td>
<td>---------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Piani Eterni karst system</td>
<td>1893</td>
<td>46.16, 11.99, MN1, GG1, IS1, Columbu et al. (2018)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poleva cave</td>
<td>390</td>
<td>44.144, 21.7469, PP10, Constantin et al. (2007)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shatuca cave</td>
<td>1960</td>
<td>-5.7, -77.9, Sha-2, Sha-3, Sha-composite, Bustamante et al. (2016)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sofular cave</td>
<td>440</td>
<td>41.42, 31.93, So-17A, So-2, Badertscher et al. (2011)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soylegrotocka cave</td>
<td>280</td>
<td>66, 14, SG93, Lauritzen and Lundberg (1999)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tangga cave</td>
<td>600</td>
<td>-0.36, 100.76, TA12-2, Wurtzel et al. (2018)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uluu-Too cave</td>
<td>1490</td>
<td>40.4, 72.35, Uluu2, Wolff et al. (2017)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White moon cave</td>
<td>170</td>
<td>37, -122.183, WMC1, Oster et al. (2017)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xiangshui cave</td>
<td>380</td>
<td>25.25, 110.92, X3, Cosford et al. (2008b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yaoba Don cave</td>
<td>420</td>
<td>28.8, 109.83, YB, Cosford et al. (2008b)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2:** Number of SISALv1b speleothem records available for key time periods. Mid-Holocene (MH): 6±0.5 kyrs BP; Last Glacial Maximum (LGM): 21±1 kyrs BP. “kyrs BP” refers to thousand years before present, where present is 1950 CE.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Number of speleothems (entities) and cave sites in both periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modern (1961–1990 CE)</td>
<td>7′358 entities (4′759 sites)</td>
</tr>
<tr>
<td>PI (1835–1865 CE)</td>
<td>62-76 entities (5-62 sites)</td>
</tr>
<tr>
<td>Extended PI (1850–1990 CE)</td>
<td>10′087 entities (6′981 sites)</td>
</tr>
<tr>
<td>MH and PI</td>
<td>2118 entities (1720 sites)</td>
</tr>
<tr>
<td>MH and extended PI</td>
<td>364 entities (2932 sites)</td>
</tr>
<tr>
<td>MH and Last Millennium (LM, 850–1850 CE)</td>
<td>5′148 entities (3′841 sites)</td>
</tr>
<tr>
<td>LGM and PI</td>
<td>75 entities (57 sites)</td>
</tr>
<tr>
<td>LGM and extended PI</td>
<td>134 entities (102 sites)</td>
</tr>
<tr>
<td>LGM and Last Millennium (LM, 850–1850 CE)</td>
<td>142 entities (102 sites)</td>
</tr>
<tr>
<td>LGM and MH</td>
<td>202 entities (168 sites)</td>
</tr>
</tbody>
</table>
**Figure S1:** Speleothem samples for the period 1958-2013 CE converted to their drip-water equivalent using the fractionation factors from Grossman and Ku (1986; black dots) and Tremaine et al. (2011; red dots). We use simulated mean annual temperature (MAT) for the years when samples are available for the conversion. Vertical lines indicate the offset thresholds for 0.1 and 0.3 ‰ with the former corresponding to the average isotope uncertainty in the SISAL database. Maximum offset occurs at low MAT and is 0.86 ‰.
Supplementary Figure S12: Data-model comparison for the modern period (1958–2013) using three methods to treat the simulated data: (a, b) δ¹⁸O in precipitation weighted according to the monthly precipitation amount. (c, d) δ¹⁸O in precipitation weighted according to the monthly potential infiltration calculated as precipitation (P) minus evapotranspiration (E) when P-E > 0. (e, f) soil water δ¹⁸O weighted according to the monthly soil moisture content (i.e. soil water bucket). (a, c, e) show the data-model agreement. (b, d, f) show the linear regressions of simulated δ¹⁸O vs SISAL δ¹⁸O data.
Supplementary Figure S3: Linear regressions between SISAL $\delta^{18}$O and simulated amount-weighted $\delta^{18}$Oprecip (top row), recharge weighted $\delta^{18}$O (middle row) and amount weighted $\delta^{18}$Osw for the period (1958–2013 CE). Data used in first column are long-term SISAL and ECHAM5-wiso data (as in Supplementary Figure 1). Second column is the regression on a year to year basis (i.e. using simulated data only for the years for which SISAL data is available). Third, fourth and fifth columns are the same as the latter after applying a smoothing of 5, 10- and 15-yrs respectively. The smoothing was applied using the 5, 10 and 15 years previous to the SISAL’s sample date and all years carried the same weight on the mean value. Solid black line is the regression line. Dashed grey line is the 1:1 line. Correlation coefficients ($R^2$) are at the bottom right of each panel.
**Supplementary Figure S34:** Linear regression between SISAL $\delta^{18}O$ averages during the modern period (1961-1990 CE) and the pre-industrial (1850±15 CE). Colour bar shows the difference between the two time periods in ‰ V-PDB.

\[
\delta^{18}O_{\text{Modern}} = 0.95 \delta^{18}O_{\text{Pre-industrial}} - 0.30
\]

$R^2 = 0.96; p\text{val} = 7.1 \times 10^{-42}; n=59$
**Supplementary Figure S45**: Impact of using time-windows shorter than the convention of ± 500 yrs on SISAL MH-PI anomalies. (a) Boxplots of the global $\delta^{18}$O MH-PI anomalies across time window widths. (b) Anomalies using windows of 100 to 400 yrs versus the anomalies calculated using the conventional 500 yrs. (c) Differences between MH-PI anomalies using 500 and 100 yrs. See Supplementary Table 1 for the number of entities and sites available for each window width.
**Supplementary Figure S56:** Impact of using time-windows shorter than the convention of ± 1,000 yrs on SISAL LGM-PI anomalies. (a) Boxplots of the global δ¹⁸O LGM-PI anomalies across time window widths. (b) Anomalies using windows of 200 to 400 yrs versus the anomalies calculated using the conventional 1,000 yrs. (c) Differences between LGM-PI anomalies using 1,000 and 200 yrs. See Supplementary Table 2 for the number of entities and sites available for each window width.
Table S1: Number of entities used in Supplementary Figure 5.

<table>
<thead>
<tr>
<th>MH window size</th>
<th>Individual entities</th>
<th>Individual sites</th>
<th>Individual entities overlapping with ext. PI</th>
<th>Individual sites overlapping with ext. PI (1850-1990)</th>
</tr>
</thead>
<tbody>
<tr>
<td>± 500 yrs BP</td>
<td>106</td>
<td>74</td>
<td>36</td>
<td>32</td>
</tr>
<tr>
<td>± 400 yrs BP</td>
<td>105</td>
<td>73</td>
<td>36</td>
<td>32</td>
</tr>
<tr>
<td>± 300 yrs BP</td>
<td>104</td>
<td>73</td>
<td>35</td>
<td>32</td>
</tr>
<tr>
<td>± 200 yrs BP</td>
<td>99</td>
<td>73</td>
<td>35</td>
<td>32</td>
</tr>
<tr>
<td>± 100 yrs BP</td>
<td>92</td>
<td>68</td>
<td>33</td>
<td>30</td>
</tr>
</tbody>
</table>

Table S2: Number of entities used in Supplementary Figure 6.

<table>
<thead>
<tr>
<th>LGM window size</th>
<th>Individual entities</th>
<th>Individual sites</th>
<th>Individual entities overlapping with ext. PI</th>
<th>Individual sites overlapping with ext. PI</th>
</tr>
</thead>
<tbody>
<tr>
<td>± 1000 yrs BP</td>
<td>48</td>
<td>35</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>± 700 yrs BP</td>
<td>45</td>
<td>34</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>± 500 yrs BP</td>
<td>43</td>
<td>33</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>± 300 yrs BP</td>
<td>41</td>
<td>31</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>± 200 yrs BP</td>
<td>39</td>
<td>29</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>
Supplementary Section: Multivariate analysis

Methods:
Univariate multilinear analyses were applied on both speleothem and simulated $\delta^{18}$O data for the three time periods (i.e. modern, MH and LGM). The analyses consisted in exploring the data to verify the statistical premises of a linear relationship between the variables, and if verified, selecting the best multilinear model based on a step-wise selection between the most complete linear regression model (e.g. see equation below) and the simplest one (e.g. $\delta^{18}$O$_y$ = constant). In all univariate multilinear models, the dependent variable was $\delta^{18}$O and the independent variables would include the $\delta^{18}$O either from another data source (SISAL, OIPC, ECHAM5-wiso) and the same time period (modern, MH, LGM), or from another time period but the same data source. The analyses were made using the R software (R Core Team, 2015) following Zuur et al. (2010) scripts. The general equation of the applied model can be expressed as:

$$\delta^{18}$O$_y = a + b \cdot \delta^{18}$O$_x + c_i \cdot (\text{lat} \cdot \text{lon} \cdot \text{elevation}) + \epsilon_i$$

Where $y$ and $x$ refer to the two data sources used (in ‰ V-SMOW); $a$, $b$, and $c_i$ are the coefficients of each independent variable and their interaction, respectively, and $\epsilon_i$ are the residuals. Longitude and latitude are expressed as degrees N and E, respectively, and elevation is in meters above sea level. The elevation in ECHAM5-wiso was used for MH and LGM time periods whereas SISAL elevation was used for the modern.

Results:
Our multivariate analysis shows that incorporating variables other than SISAL’s $\delta^{18}$O and simulated $\delta^{18}$Op in the comparison (e.g. a parameter to account for latitudinal changes) does not improve the results from the simple linear regression in Figure 3. Nevertheless, our best multivariate linear model for the modern period includes the latitude as a significant variable for explaining, for example, the linear SISAL-ECHAM relationship in the modern period. This indicates that the geographical position of the samples has to be taken into account in order to better capture the linear relationship between the modern SISAL values and the modern ECHAM5-wiso experiments.
**Supplementary Table 1**: Results of the best multivariate linear regression models. Superindices are the statistical significance of the coefficients as (\(^a\)) \(p\)-val < 0.01, (\(^b\)) 0.01 < \(p\)-value < 0.05 and (\(^c\)) 0.05 < \(p\)-value < 0.1. \(n\) is the number of observations for each model and \(R^2\) is the correlation coefficient (either adjusted or not). $: Elevation was removed from the original complete model because it increases the Variance Inflation Factor (VIF) to values higher than 10. The combinations not in this table (e.g. ECHAM5-wiso MH vs LGM or ECHAM5-wiso LGM vs modern) did not yield any significant correlation.

<table>
<thead>
<tr>
<th></th>
<th>OIPC</th>
<th>ECHAM5-wiso mod</th>
<th>SISAL-MH</th>
<th>SISAL-LGM</th>
<th>ECHAM5-wiso LGM</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SISAL-mod</td>
<td>SISAL-mod</td>
<td>SISAL-mod</td>
<td>SISAL-MH</td>
</tr>
<tr>
<td>intercept</td>
<td>0.463</td>
<td>-3.857(^a)</td>
<td>-1.197(^a)</td>
<td>1.43</td>
<td>0.786(^a)</td>
</tr>
<tr>
<td>(\delta^{18}O) (x)</td>
<td>0.93(^a)</td>
<td>0.623(^a)</td>
<td>9.29 E-1(^a)</td>
<td>-1.006(^a)</td>
<td>0.883(^a)</td>
</tr>
<tr>
<td>Latitude</td>
<td>-0.007</td>
<td>0.013(^b)</td>
<td>1.12 E-2</td>
<td>0.064(^a)</td>
<td>0.050(^a)</td>
</tr>
<tr>
<td>Longitude</td>
<td>-0.003</td>
<td>0.0031</td>
<td>-2.18 E-3</td>
<td>-0.003</td>
<td>0.001</td>
</tr>
<tr>
<td>Elevation</td>
<td>-1.81 E-4 e</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>Interaction lat*lon</td>
<td>$</td>
<td>-2.20 E-4(^a)</td>
<td>4.04 E-4</td>
<td>3.69 E-4(^a)</td>
<td></td>
</tr>
<tr>
<td>Interaction lon*elev</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>(R^2) (adjusted)</td>
<td>0.81(0.79)</td>
<td>0.78(0.77)</td>
<td>0.92(0.91)</td>
<td>0.83(0.78)</td>
<td>0.84(0.80)</td>
</tr>
<tr>
<td>(n)</td>
<td>66</td>
<td>72</td>
<td>28</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>
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