An improved method for delta $^{15}$N measurements in ice cores
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Abstract

The use of isotopic ratios of nitrogen gas ($\delta^{15}$N) trapped in ice cores as a paleothermometer to characterise abrupt climate changes is becoming a widespread technique. The versatility of the technique could be enhanced, for instance in quantifying small temperature changes during the last glacial period in Antarctic ice cores, by using high precision methods. In this paper, we outline a method for measuring $\delta^{15}$N to a precision of 0.006‰ ($1\sigma$, n=9) from replicate ice core samples. The high precision results from removing oxygen, carbon dioxide and water vapour from the air extracted from ice cores. The advantage of the technique is that it does not involve correction for isobaric interference due to CO$^+$ ions. We also highlight the importance of oxygen removal from the sample, and how it influences $\delta^{15}$N measurements. The results show that a small amount of oxygen in the sample can be detrimental to achieving an optimum precision in $\delta^{15}$N measurements of atmospheric nitrogen trapped ice core samples.

1 Introduction

Ice cores provide a remarkable archive of past climatic conditions that could assist in understanding the mechanisms of climate change. The water isotopes of the ice ($\delta^{18}$O$_{\text{ice}}$ and $\delta^D_{\text{ice}}$) and the isotopes of the thermally fractionated trapped gases such as $\delta^{15}$N are used as indicators for local temperature changes. The temperature profile reconstructed from $\delta^{18}$O$_{\text{ice}}$ is influenced by variables other than temperature, such as shifts of moisture sources, storm tracks and seasonality of precipitation (Grachev and Severinghaus, 2005). The spatial linear relationship between surface temperature and $\delta^{18}$O$_{\text{ice}}$ is not valid for the glacial period and it tends to underestimate the surface temperature variations (Landais et al., 2005; Huber et al., 2006). The $\delta^{15}$N method is an independent and a direct way of assessing past temperature variations and could be used as a calibration tool for the $\delta^{18}$O$_{\text{ice}}$ paleothermometer. The temperature profile reconstructed from $\delta^{15}$N can be correlated to other gas records such as methane and
carbon dioxide as it overcomes the ice age-gas age problem (Huber et al., 2006).

The method of using the thermally fractionated isotopes of gases to reconstruct past temperatures was initially developed by Severinghaus et al., (1998), who showed that during an abrupt climate warming a temperature gradient develops in the firn column which causes the heavier isotopes to migrate to the bottom colder regions, and become locked in the bubbles, before the temperature of the ice column re-equilibrates. By correcting for the gravitational fractionation, the thermal isotope anomaly is calculated through $\delta^{15}N_{\text{excess}}$, where $\delta^{15}N_{\text{excess}}$ is expressed as $\delta^{15}N - \delta^{40}Ar/4 = (\Omega_N - \Omega_{Ar}/4) \Delta T$. The laboratory determined thermal diffusion sensitivity ($\Omega$) links the thermal isotope anomaly to the temperature gradient in the firn, $\Delta T$, which in turn is related to surface temperature variations by use of either a simple heat diffusion model (Severinghaus and Brook, 1999) or an ice densification model including heat and gas diffusion terms (Goujon et al., 2001).

The $\delta^{15}N$ method has been extensively used in characterising abrupt climate changes in Greenland ice cores, and has also found some applications in Antarctic ice cores, especially to evaluate large temperature changes during the transition from the Last Glacial Maximum (LGM). Evidence from abrupt climate changes during the last glacial period (such as the Dansgaard Oeschger events in Greenland ice cores) in Antarctica is scant (see Table 1). The $\delta^{15}N$ method is considered to be a reliable method for reconstructing past rapid climate events. However, this method is subjected to limitations arising from the assumptions in the model parameters regarding the convective zones and approximation of past accumulation rates, data resolution and, most critically, the precision of the method. The precision is the limiting factor in its application to assess abrupt climate changes in Antarctic ice cores due to the smaller magnitude of Southern Hemisphere temperature changes (Caillon et al., 2001; Blunier et al., 2007). In earlier studies (Table 1) the analytical precision level of $\delta^{15}N$ measurements was in the range of 0.02‰ (Severinghaus et al., 1998) to 0.05‰ (Leuenberger et al., 1999). More recently the standard deviations of replicate standards is reported to be 0.003‰ (Severinghaus et al., 2003) and a pooled standard deviation of 0.006‰.
has been reported for replicate ice cores samples (Landais et al., 2006a, b).

The recently published higher precision levels have been attained by accounting for the isobaric interference caused by the formation of CO\(^+\) ions (which also have masses 28 and 29) in the source region of the mass spectrometer, and the influences of the O\(_2\)/N\(_2\) ratios on the mass spectrometer source sensitivity. The procedure for the isobaric interference correction is outlined in Bender et al., (1994) and Sowers et al., (1989), who reported the magnitude of the correction to be 0.02‰ for each ppmV difference in the CO\(_2\) concentration between the sample and the reference gas. Petrenko et al., (2006) removed CO\(_2\) during their extraction, but oxygen removal was not considered. In this study we present an improved method for high precision \(\delta^{15}\)N measurements in ice cores by stripping O\(_2\) and CO\(_2\); a procedure derived from the work of Mariotti (1983) on ambient air samples. The precision levels obtained, and the effects of oxygen on the precision level, will be discussed. The technique will then be used to measure \(\delta^{15}\)N in ambient air, Antarctic firn air, and air extracted from Antarctic ice core samples from the Holocene period.

2 Experimental

2.1 Extraction method

A “wet” extraction method was employed to remove trapped gases from ~20 g of inner ice core sample. The surfaces of the ice samples were trimmed in an ice core laboratory at −25°C and placed in a pre-chilled glass extraction vessel, containing a magnetic stirrer. The extraction vessel was sealed with a Viton o-ring using a glass flange and a metal clamp. The effectiveness of the o-ring seal was tested by evacuating the extraction vessel to less than 20 Pa and isolating from the pump for 24 h; no significant increase in pressure was noted. The glass vessel was immersed in liquid nitrogen and ethanol mixture at ~−30°C to keep it cold during the evacuation. The extraction vessel was attached to a vacuum manifold and the room air evacuated from the vessel for
20 min. During evacuation the pressure in the vessel reduced to \( \sim 20 \text{ Pa} \) which is the vapour pressure of water over ice at \( \sim -30^\circ \text{C} \). This continual flux of sublimed vapour assists in the evacuation of room air, and also cleans the surface of the ice sample of any gaseous contamination (Severingahaus et al., 2003).

After evacuation the vacuum tap on the lid of the extraction vessel was closed and isolated from the vacuum manifold. The vessel was placed in warm water to melt at least half of the ice sample, and was then placed on the magnetic stirrer plate to agitate the melt vigorously in order to accelerate the melting process. During melting the extraction vessel was attached to the extraction line (see Fig. 1) via Cajon Ultratorr fittings, and the extraction line evacuated to \( 8 \times 10^{-4} \text{ Pa} \) with a diffusion pump backed by a rotary pump. Once the melting was complete the air was passed through a glass trap at \( -80^\circ \text{C} \) (dry ice and ethanol slurry) to remove water. The gas was then expanded into a 600\(^\circ\text{C}\) furnace containing copper granules (Aldrich, 10–40 mesh) for 10 min to remove oxygen.

During the oxygen removal process a dip tube was prepared to receive the sample. The sample tube was a 1/4” \( \times \) 1.5 m stainless steel tube with a Nupro metal bellows valve attached, evacuated to a pressure of \( 1 \times 10^{-4} \text{ Pa} \) before being immersed into a liquid helium dewar. After removal of oxygen the gas stream was then allowed into a second glass trap at \( -196^\circ \text{C} \) (liquid nitrogen) for a further 5 min to remove \( \text{CO}_2 \), after which the vacuum valve downstream of the second glass trap was slightly opened so that the pressure upstream decreased by \( \sim 10 \text{ Pa/min} \), ensuring slow consistent flow across the furnace for complete removal of any residual oxygen in the sample. The gas was transferred into the dip tube immersed in the liquid helium dewar for 35 min, or until the pressure downstream decreased to 0 Pa on a 0–1 \( \times \) \( 10^5 \) Pa gauge. After collection the valves to the high vacuum pump and associated pressure gauge were opened, at which point the residual pressure in the extraction line was observed to be \( \sim 1 \times 10^{-2} \text{ Pa} \).

While the gas was being cryopumped into the dip tubes, the sample flow through the furnace was controlled by metering the valve just immediately downstream of the
liquid nitrogen trap to increase the residence time of the sample in the furnace and so ensure essentially complete removal of oxygen. If the valve was fully opened the pressure upstream decreased very rapidly, and the oxygen was not removed completely in the furnace, resulting in an interference with the \( \delta^{15} \text{N} \) measurements (see below).

Another potential source of error, resulting from sample fractionation, could occur if the sample was not completely collected in the dip tube. To investigate this the sample freezing time was increased to 50 min, and to 75 min, for which the residual pressure decreased to \( 8 \times 10^{-3} \) and \( 5 \times 10^{-3} \) Pa respectively, but this did not affect the measured \( \delta^{15} \text{N} \) values. This confirms that essentially all of the sample had been recovered in the dip tubes, and that there were no fractionation effects during the extraction process (see Sect. 3.3).

This technique of removing oxygen using a copper reduction furnace has been previously applied to \( ^{15} \text{N}/^{14} \text{N} \) measurements in ambient air by Mariotti (1983), but silica gel was used in that study to trap \( \text{N}_2 \) gas at 77 K. We initially attempted to replicate this procedure, but it resulted in a lower precision of 0.020‰ which is in agreement with the precision of 0.025‰ obtained in Mariotti’s work. Further tests with silica gel tubes revealed that the samples were fractionated during the desorption stage, with the ratios becoming heavier by as much as 0.05‰ suggesting that the lighter fraction was being preferentially retained on silica gel. The silica gel tubes were heated to accelerate desorption of the lighter fractions, but it was still not successful. This unusual behaviour of nitrogen isotopes trapped on silica gel remains unexplained.

2.2 Measurements

Once the dip tubes were equilibrated at room temperature for 2 h the re-expanded gas sample was measured for \( m/z \ 29/28 \) ratios on a SIRA Series II (VG Isogas Ltd) dual inlet mass spectrometer. The sample was introduced into the sample bellows and equilibrated for 10 min, then the valve on the dip tube was closed. The pressure in both the reference and sample bellows were equalized by adjusting the corresponding bellows volumes. The mass spectrometer was operated in the “normal” reference/sample
switching mode, performing 12 cycles per run with an integration time of 15 s per cycle, and an inter-cycle delay of 20 s. If the internal precision of the measurement was ≥0.006‰, then the analysis was repeated automatically. Each sample was analysed in duplicate or triplicate. Masses m/z 32 (O₂), 40 (Ar) and 44 (CO₂) were also monitored by peak jumping, which served as a diagnostic tool for rejecting any sample that showed higher mass 32 or 44 signals due to incomplete removal of O₂ or CO₂ respectively, or leakage during the extraction process. Monitoring mass 40 was also useful in identifying any potential leaks in the inlet system, and inspecting the possibility of reference drift in the reference gas (see below).

2.3 Reference gas

The reference gas was prepared by mixing commercial oxygen free nitrogen with pure argon in a 20 L round-bottomed flask fitted with 9 mm Louwers-Harpert valves fitted with Viton o-rings. The volume of the reference flask was calibrated and a 78:1 mixture of N₂ and Ar prepared, closely resembling the composition of the extracted and deoxygenated air samples. The 20 L flask was placed on its side in a box filled with insulating material, and the exit port fitted with a glass tube fixed to the valve extending to the middle of the flask to minimise any thermal fractionation. During an analysis the mass 40 beam signal in both the reference and the sample was similar, indicating that the reference gas was correctly prepared.

2.4 Normalization to atmospheric N₂ isotopic composition

Outside ambient air was used as a standard gas for δ¹⁵N measurement in common with studies of this type. The air was collected in glass fingers fitted with vacuum 9 mm Louwers-Harpert valves with Viton o-rings. Prior to collection the glass fingers were prepared by evacuating to 10⁻⁴ Pa and then heated with a hot air gun to desorb any gases on the glass surfaces. The glass fingers were then evacuated to a pressure of 10⁻⁴ Pa while cooling to room temperature. The glass fingers were equilibrated with
outside air for two hours. This sampling technique avoids any sample fractionation due to temperature gradients, insufficient flow, or pressure fluctuations.

The air samples are processed in exactly the same manner as the ice core samples, mimicking the exact process for ice core extraction to ensure that any minor fractionation effects, or contamination in the extraction process, would cancel out. At least one air sample was extracted and analysed on the instrument daily, and then the samples analysed on that particular day were normalized to this value.

2.5 Correction for pressure imbalance between sample and reference gas

In high precision dual inlet analysis it is important to ensure that the sample and reference gas pressure, capillary characteristics, and depletion rates are identical to minimise the effect of small pressure imbalances on the measured isotopic composition. During this study we carefully adjusted the capillary crimps to ensure identical flow characteristics through both the reference and sample sides of the inlet system. We also characterised the effect of small pressure imbalances by measuring the variation in the 29/28 ratio as a function of the major beam signal intensity. This is carried out by varying the gas pressure in the reference bellows over a factor of two. This is commonly referred to as a linearity test. For the analyses that we report here the change in the 29/28 ratio is less than 1 ppm per nA of the major beam current. This is equivalent to a change in $\delta^{15}$N of 0.13‰ per nA of beam current. We analysed samples at a major beam signal strength of approximately 6 nA, and balanced the sample and reference signals to significantly better than 1%. Thus any correction needed due to an initial pressure imbalance was less than 0.007‰ and could be ignored.

Finally, after balancing the sample and reference gas beams, the variable volume bellows were isolated from the carefully matched volumes (0.2 mL) in the sample and reference valve blocks. This ensured that the measurements were made with identical gas depletion rates with matched signals throughout the measurement period.
3 Results and discussions

3.1 Zero enrichment experiment

A zero enrichment experiment was conducted by expanding the reference gas into both bellows. This test reflects any fractionation of sample or reference en route to the source, and also assesses any leaks in the inlet system. The mean measured zero enrichment was 0.001±0.002‰ (n=7). Hence the zero enrichment test confirms the satisfactory functioning of the mass spectrometer.

3.2 Precision

Precision was determined as the reproducibility of the analysis of replicate ambient air samples, and also from ice samples collected from similar depths during the Holocene period. The climate during the recent Holocene period has been relatively stable and as a result the δ¹⁵N in these samples should be almost invariant, and so should allow a measure of the reproducibility of the technique. The ambient air samples were collected simultaneously, then subjected to the entire extraction and analytical procedure, resulted in a precision of 0.003‰ (1σ, n=7). These air samples were analysed on seven different days, and consequently the precision obtained represents any instrumental or reference drift over one week.

Reproducibility tests on Holocene ice core samples were carried out on a 55 cm length of ice core from Berkner Island, Antarctica (79° S, 45° W). Ten samples from a depth range of 451.55–452.10 m (∼3950±50 years BP) with a depth resolution of 2.5–7.5 cm were measured, and one measurement rejected due to procedural error. The precision of these measurements was 0.006‰ (1σ, n=9). In addition, seventeen more samples from a depth of 446.60–562.68 m were analysed, and values in the range of 0.209–0.228‰ were obtained with 1σ=0.006‰. These measurements enhance the confidence in the method because the δ¹⁵N values obtained were similar, within the error limit, to those observed at the bottom of the firn layer (see Fig. 2) at the same
location.

3.3 Testing for fractionation effects during the extraction procedure

To investigate if the extraction process would fractionate the samples, the reference gas was subjected to the entire extraction process, and then measured against the same reference gas. The reference gas was expanded into 6 glass vials. Five samples were processed through the extraction line whereas one sample was analysed without any prior treatment and acted as a reference point. A value of $0.005 \pm 0.004\%$ was obtained for the sample without any treatment, and values in the range of $0.003–0.007\%$ were obtained for the samples that underwent the complete extraction process. The absence of any significant difference between the values precludes any possibility of sample fractionation during the extraction process. In addition, the values are on either side of the $0.005\%$ reference point indicating a lack of systematic bias in the extraction procedure.

3.4 Long term stability

To gauge any reference gas drift, firn air samples with known nitrogen isotopic composition were analysed on different days and the results are displayed in Table 2. The results for 0 and 12 m depth samples analysed on different occasions shows that the variability induced due to reference drift, instrumental drift, and sample processing is very small and is in the order the overall procedural error.

3.5 Influence of oxygen on $\delta^{15}$N measurements

To investigate the influence of oxygen on the measured nitrogen isotope composition we adopted an experimental strategy in which air samples were analysed both with oxygen present and after oxygen was removed (see Table 3). The results clearly show that when oxygen is present the measured $\delta^{15}$N composition of samples has an apparent enrichment of between 0.8 and 1\%. Sowers et al. (1989) have reported a similar
effect when measuring $\delta^{15}$N of air samples using air as reference gas in the mass spectrometer. Their observed change of 0 to 0.004‰ in $\delta^{15}$N per ‰ change in $\delta(O_2/N_2)$ is consistent with the magnitude of change observed in this study. They were unable to draw definitive conclusions regarding the origin of this variation.

In this study samples that were not subjected to oxygen removal process had the analyte gas composition of approximately 78% N$_2$, 21% O$_2$ and 1% Ar. However, enrichment in the measured $\delta^{15}$N composition of samples at much lower oxygen concentrations is also observed. In Fig. 3 we plot the difference ($\Delta\delta^{15}$N) between the expected $\delta^{15}$N and the measured $\delta^{15}$N compositions for a range of samples (modern and Holocene air) as a function of the m/z=32 (I(O$_2$)) ion beam intensity. Enrichment starts to become significant at oxygen concentrations $10^4$ times lower than in air. The functional dependency of $\Delta\delta^{15}$N on I(O$_2$) is of the form $\Delta\delta^{15}$N $\propto$ I(O$_2$)$^{1/2}$.

The most likely cause of the apparent enrichment in $\delta^{15}$N is isobaric interference of CO with N$_2$. CO has isotopic species at m/z=28 ($^{12}$C$^{16}$O), 29 ($^{13}$C$^{16}$O) and 30 ($^{12}$C$^{18}$O) with isotopic ratios of approximately 1% (29/28) and 0.2% (30/28). Assuming similar ionisation efficiencies for N$_2$ and CO then a mixing ratio of just $7.6 \times 10^{-4}$ for CO in N$_2$ is all that is required to cause a 1‰ enrichment of the 29/28 ratio and hence the measured $\delta^{15}$N composition. Carbon monoxide and hydrogen are the most common residual gases in clean vacuum systems. Moreover, in the presence of oxygen, CO is readily formed by oxidation of impurity carbon in tungsten filaments and their supports (Brion and Stewart, 1968; Singleton, 1966). It has also been suggested that atomic oxygen, desorbed from a hot tungsten filament, can interact with the walls of a vacuum chamber to produce CO (Singleton, 1966).

The intensity of the m/z=44 peak also increases with oxygen content of the analyte gas. This is shown in Fig. 4. It is tempting to suggest that the rise in the mass 44 signal is the result of the homogeneous gas phase reaction at the ion source and ion gauge filaments (Singleton, 1966):

$$2\text{CO} + \text{O}_2 \leftrightarrow 2\text{CO}_2 \quad (R1)$$
However, Leuenberger et al. (2000) show that, rather than CO$_2$, the major component of the $m/z=44$ beam is N$_2$O resulting from the reaction:

$$2\text{N}_2 + \text{O}_2 \leftrightarrow 2\text{N}_2\text{O} \quad \text{(R2)}$$

They observed an increase in signal only when both nitrogen and oxygen are present. When analysing pure oxygen they see no change in the $m/z=44$ signal.

It is unlikely that isotopic fractionation during production of N$_2$O according to this reaction can account for the apparent enrichment of $^{15}\text{N}$ in N$_2$. Maximum $m/z=44$ intensities for air samples containing oxygen are just $5 \times 10^{-13}$ A and are some $10^4$ times smaller than the N$_2$ beam intensity at $m/z=28$. An unrealistically large isotopic fractionation of 10,000‰ between N$_2$ and N$_2$O would be required to produce 1‰ enrichment in the 29/28 ratio.

We conclude that when oxygen is present, measured $\delta^{15}\text{N}$ compositions of nitrogen are enriched due to CO production in both the ion source and the walls of the mass spectrometer. This contribution of oxygen to the isobaric interference at $m/z=28$ and 29 is not accounted for when making the usual CO$^+$ correction in which the magnitude of the correction is based on the CO$_2$ content of the sample. This may be based on the assumption that if the sample and reference gases have similar oxygen contents then the oxygen effect will be cancelled out. However, our results show that small differences in the oxygen content of samples and reference gases will have a measurable effect on the 29/28 ratio and, hence the measured nitrogen isotope composition.

Another feature, shown in Table 3, is the degree of reproducibility obtained between samples measured with and without oxygen stripping. Internal precisions of single measurements are typically in the range 0.001 to 0.006‰ for samples with the oxygen removed, whereas the samples with oxygen have lower internal precisions in the range 0.007 to 0.08‰. That is an order of magnitude lower in precision. Reproducibility between replicate samples lies in the range 0.001 to 0.003‰ with oxygen removed, compared to 0.07 to 0.13‰ for samples with oxygen. Clearly oxygen affects both the accuracy and precision of measurements.
4 Conclusions

We developed and validated an improved method for $\delta^{15}$N measurements in ice cores. The procedure adopted in Marrioti’s work was modified to include helium cryopumping, and high oxygen removal efficiency by controlling sample flow across a copper furnace. Furthermore a standard that had identical gas composition to the extracted air sample was prepared and used in the experiments. Overall procedural precisions (extraction and analysis) of 0.003‰ for replicate ambient air samples, and 0.006‰ for replicate ice core samples were obtained. This high precision arises from stripping oxygen, carbon dioxide and water vapour from the samples. The technique developed does not involve any isobaric interference corrections, and therefore eliminates the need for quantifying the carbon dioxide concentrations in ice cores with associated analytical uncertainties. This direct method for $\delta^{15}$N measurements could be useful in assessing the magnitudes of temperature changes for the succession of abrupt climate events during the last glacial period in Antarctic ice cores. Such climate events are yet to be studied due to complexities in the existing method. The method developed here could potentially resolve the precision issue, and hence lead to a direct comparison of reconstructed temperature records based on $\delta^{15}$N anomalies after synchronization of those gas ice core records from the two hemispheres using high resolution methane measurements.
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Table 1. Review of studies utilizing $\delta^{15}$N in characterising abrupt climate changes in Greenland and Antarctic ice cores.

<table>
<thead>
<tr>
<th>Location</th>
<th>Climate Event</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greenland Ice Cores</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GISP2&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Termination of the Younger Dryas</td>
<td>Severinghaus et al., 1998</td>
</tr>
<tr>
<td>GRIP&lt;sup&gt;b&lt;/sup&gt;</td>
<td>The Bølling transition</td>
<td>Severinghaus and Brook, 1999</td>
</tr>
<tr>
<td></td>
<td>8.2 Kyr event</td>
<td>Leuenberger et al., 1999</td>
</tr>
<tr>
<td></td>
<td>DO° 19</td>
<td>Lang et al., 1999</td>
</tr>
<tr>
<td></td>
<td>DO 12</td>
<td>Landais et al., 2004a</td>
</tr>
<tr>
<td>NorthGRIP</td>
<td>DO 19</td>
<td>Landais et al., 2004b</td>
</tr>
<tr>
<td></td>
<td>DO 18, 19, 20</td>
<td>Landais et al., 2004c</td>
</tr>
<tr>
<td></td>
<td>DO 23 and 24</td>
<td>Landais et al., 2006a</td>
</tr>
<tr>
<td></td>
<td>DO 9–17</td>
<td>Huber et al., 2006</td>
</tr>
<tr>
<td>West Greenland Ice margin</td>
<td>The last glacial termination from a horizontal ice core</td>
<td>Petrenko et al., 2006</td>
</tr>
<tr>
<td>Antarctic Ice cores</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DSS&lt;sup&gt;d&lt;/sup&gt;</td>
<td>LGM&lt;sup&gt;f&lt;/sup&gt; transition</td>
<td>Landais et al., 2006b</td>
</tr>
<tr>
<td>EDML&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vostok</td>
<td>The MIS&lt;sup&gt;g&lt;/sup&gt; 5d/5c transition</td>
<td>Caillon et al., 2001</td>
</tr>
<tr>
<td>Siple Dome</td>
<td>2 rapid climatic events during the termination of the LGM</td>
<td>Severinghaus et al., 2003</td>
</tr>
<tr>
<td></td>
<td>Abrupt climate change around 22 000</td>
<td>Taylor et al., 2004</td>
</tr>
</tbody>
</table>

<sup>a</sup> Greenland Ice Sheet Project 2  
<sup>b</sup> Greenland Ice Core Project  
<sup>c</sup> Dansgaard Oeschger event  
<sup>d</sup> Dome South Summit ice core from Law Dome  
<sup>e</sup> EPICA Dronning Maud Land  
<sup>f</sup> Last Glacial Maximum  
<sup>g</sup> Marine Isotopic Stage
Table 2. $\delta^{15}$N of firn air samples (0 m and 12 m) measured on different days.

<table>
<thead>
<tr>
<th>Firn Sample</th>
<th>Date of Analysis</th>
<th>$d^{15}$N (‰)</th>
<th>Average</th>
<th>1σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 m</td>
<td>15/09/2006</td>
<td>0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>21/03/2007</td>
<td>0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>02/04/2007</td>
<td>0.006</td>
<td>0.004</td>
<td>0.002</td>
</tr>
<tr>
<td>12 m</td>
<td>28/09/2006</td>
<td>0.105</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>21/03/2007</td>
<td>0.095</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>31/03/2007</td>
<td>0.089</td>
<td>0.096</td>
<td>0.008</td>
</tr>
</tbody>
</table>
Table 3. Illustrates the effect of oxygen in samples on δ^{15}N measurements.

<table>
<thead>
<tr>
<th>Date</th>
<th>δ^{15}N measured with O\textsubscript{2} removed</th>
<th>δ^{15}N measured with O\textsubscript{2} present</th>
</tr>
</thead>
<tbody>
<tr>
<td>19/03/2007</td>
<td>0.828±0.006</td>
<td>1.703±0.007</td>
</tr>
<tr>
<td></td>
<td>0.822±0.008</td>
<td>1.884±0.016</td>
</tr>
<tr>
<td></td>
<td>0.830±0.004</td>
<td>1.771±0.015</td>
</tr>
<tr>
<td>21/03/07</td>
<td>0.793±0.001</td>
<td>1.661±0.018</td>
</tr>
<tr>
<td></td>
<td>0.794±0.007</td>
<td>1.611±0.080</td>
</tr>
</tbody>
</table>

Air samples were collected in six different vials simultaneously on 19 March 2007, of which three were processed through the hot copper furnace at 600°C, and three were processed through the copper furnace at room temperature. All samples were passed through the glass trap at −196 K to remove CO\textsubscript{2}. Another suite of four air samples were collected on 21 March 2007 and were subjected to the same treatment.
Fig. 1. Schematic of the extraction line (not drawn to scale).
Fig. 2. $\delta^{15}\text{N}$ profile for Berkner Island firn Air and Holocene ice. The firn profile obtained is comparable to published firn data (Landais et al., 2006b).
Fig. 3. A log – log plot of the change in $\delta^{15}$N ($\Delta \delta^{15}$N) with intensity of the measured oxygen signal. The results show that small amounts of oxygen lead to changes in measured $\delta^{15}$N composition. The gradient of 0.44 is close to that expected for the reaction $\text{C} + \frac{1}{2}\text{O}_2 \rightarrow \text{CO}$ in the source of the mass spectrometer.
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**Figure 4.** An illustration of mass 32 and mass 44 correlations indicating that the presence of oxygen could potentially lead to in situ CO$_2$ production.