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Steiger and Hakim show the application of data assimilation (DA) on different time scales for paleo climate reconstructions. The method is in general quite flexible and allows for the inclusion of different proxy types through the $H(x_b)$ function. I personally have great hopes in this method, similar to Tingley and Huyber’s BARCAST (JClim 2010). However, while development on the latter has stopped at the annual time scale, the DA method of this contribution actually targets also low resolution proxies.

Some caveats (as I understand the method) do however apply: The calculations for eq. (2) and also hinted at in p. 3730 l. 13, and later in the text make it clear (to me) that multivariate normality of the joint distribution of the target $x_b$ and the estimator for the observations $H(x_b)$ needs to be given. Otherwise the covariance matrix that enters the Kalman gain is a dangerous tool. As most proxy scientists select their records by linear regression and simple Pearson correlation, this is not too much of a problem - unless one should target precipitation, for that $x_b$ will be very non-normally distributed.

In general, I like the article and the results presented. I do however see some shortcomings: The high frequency proxies (annual proxies) are often criticised for having no (or not enough) variability on the decadal and longer time scale. That is, they are likely a high-pass filtered, noisy realisation of the climate variable(s). This method uses the raw, annual data and simply adds white noise to it. While this seems to be the current standard, it seems to be accepted that “real” noise does indeed change the spectral characteristics of the proxy.

Since the reconstruction is repeated several times, the authors do get an ensemble of (equally likely) reconstructions. In fact, the distributional nature of the method (they liken it to Bayesian inference and use the same vocabulary) should be used. Nowhere the uncertainties are shown or even discussed. Worse, still, the “measure” used to evaluate the “skill” of the reconstruction, the coefficient of efficiency, is not applicable. It is not a proper scoring rule and should not be used in the evaluation of probabilistic forecasts (or reconstructions), see Gneiting and Raftery (2007) for this and for possible alternatives.

I strongly urge the authors to respect the probabilistic nature of the method and 1) show uncertainty estimates where possible 2) use proper scoring rules for their method

Minor comments: I do like the use of the cross power spectra. The authors should still note that they do not contain different information than the cross correlation function, of which it merely is the fourier transform. The “noise” on the cross power spectra the authors refer to is mostly related to the finite sampling of the data. The (correct) use of Hamming, Welch or other filters does reduce this (if my memory is right).

Regarding the statement that no other methods have been able to target the different frequency domains in a spatially explicit single reconstruction, the authors are likely not familiar with the work of Joel Guiot (see ref. below), or (cannot check currently, no...
access to it) the neural network method developed by Carro-Calvo.
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